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Abstract
The in vitro scratch assay is a widely used assay in cell biology to assess the rate of wound closure related to a variety of
therapeutic interventions. While manual measurement is subjective and vulnerable to intra- and interobserver variability,
computer-based tools are theoretically objective, but in practice often contain parameters which are manually adjusted
(individually per image or data set) and thereby provide a source for subjectivity. Modern deep learning approaches typically
require large annotated training data which complicates instant applicability. In this paper, we make use of the segment
anything model, a deep foundation model based on interactive point-prompts, which enables class-agnostic segmentation
without tuning the network’s parameters based on domain specific training data. The proposed method clearly outperformed a
semi-objective baseline method that required manual inspection and, if necessary, adjustment of parameters per image. Even
though the point prompts of the proposed approach are theoretically also a source for subjectivity, results attested very low
intra- and interobserver variability, even compared to manual segmentation of domain experts.

CCS Concepts
• Computing methodologies → Image segmentation; • Applied computing → Imaging;

1. Motivation

Quantitative assessment of the rate of wound closure using in vitro
scratch assay is essential since it enables precise, consistent and re-
producible measurement of cell migration and proliferation rates,
facilitating the evaluation of potential therapeutic interventions or
drug effects on wound closure [SRS∗16]. Even though the in vitro
scratch assay has a number of limitations in comparison to 3D cell
culture or in vivo models, it is still the most frequently used tech-
nique due to its benefits of being quick, reliable, and affordable
[SZZ∗23]. By quantifying parameters such as wound area closure
and cell migration distance, researchers can objectively analyse the
efficacy of treatments and gain valuable insights into the underly-
ing mechanisms of the wound healing process, such as prolifera-
tion, migration, protein synthesis, cell-cell interaction, cell-matrix
interaction, wound contraction, epithelialisation, tensile strength,
and morphology. Objective analysis of such parameters requires
time-lapse microscopy in combination with the objective analysis
of the digital image data. Image analysis in this setting typically
refers to capturing the wound boarders based on image segmenta-
tion. Manual assessment (i.e. manually creating polygons) of such
image data is subjective, error-prone and time-consuming and pre-
vents objective large scale studies [JCCS18]. Perfectly objective
analysis requires computer-based methods without any parameters

to adjust. Depending on the biological and the imaging setting,
however, images show high variability with the potential of affect-
ing computer-based image analysis methods. The solution to cir-
cumvent degraded accuracy of image analysis is to provide adjust-
ment parameters. Particularly modern deep learning based meth-
ods combined with domain specific data augmentation are theoret-
ically able to cope with large variability in the data. Such meth-
ods, however, typically require large amounts of training data that
cover variability. Data augmentation is a method to reduce the need
for large data, nevertheless, domain knowledge is needed to se-
lect the ideal augmentation methods. Recently, there is strong fo-
cus on foundation models which enable data-efficient adaptation
to novel tasks. In this work, we investigate an application agnos-
tic approach, i.e. the method is neither (fine)tuned nor adjusted in
any sense with respect to the application scenario or the underly-
ing data. All domain specific input, specifically interactive prompts
based on mouse clicks, is obtained from a user during interac-
tive segmentation. There already exist plenty of models for inter-
active prompt-based segmentation. The following three methods
all have in common that they encode and process the additional
user input and use existing semantic segmentation architectures
as backbone. RITM by Sofiiuk et al. [SPK22] uses DeepLabV3+
and HRNet+OCR, Focalclick by Chen et al. [CZZ∗22] also em-
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Figure 1: Overview of the experiments performed in this study. While the right box shows all sub-experiments performed for both interactive
segmentations, manual and ISAMS, the left box shows the overall big picture including evaluation.

ploy HRNet+OCR and SegFormer, and SimpleClick by Liu et
al. [LXBN23] uses vision transformers. A rather new method is
the Segment Anything Model (SAM) [KMR∗23] which is based
on a state-of-the-art deep foundation model in combination with
different types of prompt encoding. Compared to the previous ap-
proaches, inspired by language models, SAM performs prompt en-
coding based on tokens. Mazurowski et al. [MDG∗23] conducted
a study on 19 datasets to investigate the performance of SAM ap-
plied to medical images, compared to the three previously men-
tioned methods. Independently of the data set, SAM outperformed
all other methods. Huang et al. [HYL∗24] conducted even more
extensive experiments using images of 53 medical datasets, which
included as diverse biomedical objects and imaging modalities as
possible. Among other, they also explored the influence of the size
of the SAM models (Vit-H and Vit-B), the combination of multi-
ple prompting strategies (box mode and point prompts) compared
to no prompt (everything mode) and the randomness of prompts
(by enlarging the box or shifting the points). Both Mazurowski et
al. [MDG∗23] and Huang et al. [HYL∗24] found that SAM gives
satisfying results but the quality depends mainly on the dataset and
corresponding intensity difference and boundary complexities. To
optimize SAM for processing medical imaging, derivatives trained
on domain specific data were proposed [MHL∗24, ANK∗23].

Contribution: In this work we investigated an interactive deep
foundation model, specifically the so-called segment anything
model (SAM), trained on large, general purpose training data. This
model was directly applied to the generated microscopic wound
healing image data in combination with point prompts obtained by
domain experts. We analysed the quantitative wound segmentation
performance compared to a baseline method and the effect of vary-
ing input prompts obtained by different users on the final segmen-
tation performance. We particularly investigated the effect of intra-
and interobserver variability on the overall performance. For that
purpose, we acquired and analysed a ground truth based on 3 man-
ual observations. The dataset can be downloaded here: https://
www.kaggle.com/datasets/katjalwenstein/woundhealing.

2. Materials and Methods

In a nutshell, we propose a workflow and evaluate the perfor-
mance utilizing a prompt-based interactive segmentation model

(section 2.1) for segmenting wound healing scratch assays. Inter-
activity is still important because it allows users to quickly and eas-
ily correct errors in the model, that are not yet unavoidable. On
top of a conventional comparison with a manual ground truth and
a baseline method from literature we performed repeated runs to
assess intra- and interobserver variability (sections 2.2 - 2.4). An
overview of the experiments is provided in Figure 1.

2.1. Interactive Prompt-based Segmentation

We propose the Interactive SAM-based Segmentation
(ISAMS) framework based on the Segment Anything Model
(SAM) [KMR∗23] for interactively segmenting wound healing
images. SAM is a promptable segmentation method trained
on a large, general-purpose dataset and comprises an image
encoder, a prompt encoder, and a mask decoder. The method
efficiently processes input images and prompts to generate binary
segmentation masks in real time. Prompts can be made by positive
and negative mouse clicks, or based on bounding boxes. Even
though the models can be optimized for certain domains, e.g. for
medical image data [MHL∗24] or microscopy data [ANK∗23],
we made use of the generic model trained on general purpose
image data, since we aim to assess the direct (training-free) and
generic applicability of the approach. In the proposed setting, first
a user clicks on a point inside the wound area and immediately
obtained feedback in the form of a segmentation overlay. De-
pending if the segmentation is already sufficiently accurate, the
user has the option for performing arbitrary additional positive
clicks inside the wound and/or negative clicks outside the wound.
We utilized the user interface implementation of SAM-webui
(https://github.com/derekray311511/SAM-webui) for
segmentation and mask generation.

2.2. Ground Truth Annotation & Mean Opinion Score

For performing manual annotations, we employed La-
belme [Wad18] to acquire a ground truth based on polygonal
annotations. To reduce the subjective component, we collected
three manual segmentation sets obtained from two different
domain experts. Thereby, three annotations were generated for
each image in the data set. The final reference segmentation mask
(for evaluating the automated approaches) was created based on
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Figure 2: Results of the methods ISAMS and WHST based on the metrics Dice, precision, recall and ∆A.

Figure 3: Comparison of intra- and interobserver variability based on the measures ∆A and Dice for manual segmentation and ISAMS.

the mean opinion score. For that purpose, we performed a majority
voting on pixel level, i.e. each pixel in each segmented image was
categorized as either "wound" or "background" (cell covered area).

2.3. Evaluation Metrics

For evaluation, we used Dice similarity coefficient, precision, recall
and the absolute area difference. The latter one is common in the
field to represent quantitatively the current wound closure rate. It
is represented by the difference between the areas of two segmen-
tations (A1, A2, one of them is typically a ground truth) in relation
to the total area of the image in pixels Atotal , which is calculated
as ∆A =

|A1−A2|
Atotal

. Dice and ∆A were also utilized to assess intra-
and interobserver variability. In this setting an arbitrary number of
segmentation maps per image and per observer is available and not
(as typically the case) a single pair consisting of a ground truth and
a test sample (see Figure 1). To facilitate the use of these two mea-
sures to quantify intra- and interobserver variability, we sampled
all subsets of size 2 within individual observers (intraobserver vari-
ability) and all subsets of size 2 between observers (interobserver
variability). Finally the value of all paired comparisons were aggre-
gated.

2.4. Baseline Method

The Wound Healing Scoring Tool (WHST) proposed by Suarez-
Arnedo et al. [SATFC∗20] exhibits a well-studied method dedi-
cated to the specific application scenario. We made use of the refer-
ence ImageJ implementation of WHST. It was designed for quanti-
fying wound and cell covered areas in wound healing assays based
on classical segmentation algorithms focusing on neighboring pixel
intensity variance to distinguish between cell monolayer and open
wound areas. The algorithm enhances image contrast, applies a
variance filter and performs morphological reconstruction to refine
the segmentation. The method offers customizable parameters for
variance filter radius, binarization threshold and contrast enhance-
ment. For our purpose, the parameter selection was determined by
trial and error and set to a threshold value of 100 and a percentage
of saturated pixels to 0.4. The variance window radius was set to
10 and reduced if necessary depending on the microscope settings
used for image acquisition.

2.5. Data Acquisition

HaCaT cells, a spontaneously immortalized human keratinocyte
cell line, were cultured in Dulbecco’s Modified Eagle Medium
(DMEM) high glucose (4.5 g/l) (Sigma-Aldrich, St. Louis, USA)
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Figure 4: Differences in wound segmentation between experts during manual segmentation (first row), during interactive segmentation using
ISAMS (second row) and between the different methods (third row) at three stages (see different columns)

supplemented with 10 % fetal bovine serum (Capricorn, Ebsdor-
fergrund, Germany), 1 % L-glutamine (200 mM) (Capricorn, Ebs-
dorfergrund, Germany), 1 % penicillin-streptomycin (10000 units
penicillin and 10 mg streptomycin/ml) (Sigma-Aldrich, St. Louis,
USA). They were maintained at 37 ◦C and 5 % CO2 in a hu-
mid atmosphere. For the wound healing assay, HaCaT cells were
seeded into two well silicone inserts with a 500 µm cell free
gap (ibidi, Gräfelfing, Germany) on 12-well cell culture plates
(Greiner, Kremsmünster, Austria) at a density of 7.5×105 cells/ml
(70 µl/well). After 24 h of incubation, the inserts were removed
and the confluent cell layers were washed twice with 1 ml sterile
phosphate-buffered saline (PBS) (Gibco, Life Technologies, Carls-
bad, USA). Subsequently, 1 ml of DMEM and 1 ml of tree bark
extracts suspected to accelerate wound closure, or DMEM in the
case of untreated cells, were added. The cell-free gaps were imaged
at various time points after treatment using an Axiovert 5 inverted
microscope (Zeiss, Oberkochen, Germany) and the ZEISS ZEN 3.9
software at 5x and 10x magnification. The dataset utilized for the
experiments consists of 30 images which were taken from differ-
ent wound healing experiments. Those were manually divided into
three levels of temporal stages (named stage1, stage2 and stage3),
each containing ten images. By providing all data, including raw

images, manual annotations and source code, we actively invite
other researchers to contribute to built up on our research.

3. Results

Figure 2 shows the results for the comparison of both methods
ISAMS and WHST against the MOS obtained with manual seg-
mentation. The numbers indicate the median value for each box.
ISAMS shows clearly and consistently improved scores for the
metrics ∆A, Dice and precision, independently of the data set. For
all metrics apart from ∆A, particularly with WHST, the score de-
creases with later temporal stages. Recall is consistently high with
both methods. Figure 3 exhibits quantitative results for intra- and
interobserver variability for manual annotations and for segmenta-
tion with ISAMS, both individually for the three temporal groups
and for the groups together. The plot on the left shows ∆A, while
the plot on the right displays the Dice score. The numbers indicate
the median value for each box. The variability of ∆A between dif-
ferent trials remains for both methods and most images minimal,
under 0.5%. The variability measured by Dice increases with the
temporal stage of the image for manual annotation, while it does
not exhibit significant changes for ISAMS. While ISAMS consis-
tently shows a significantly lower median variability when looking
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at Dice, the values are similar when looking at ∆A. Figure 4 visu-
alizes qualitative results for the overall experiments as well as the
interactive experiments (Figure 1). The columns represent the three
temporal stages, while the rows stand for the type of experiment.
We also analyzed the user interaction with ISAMS, more precisely
we measured how long it takes the users to perform wound segmen-
tation with ISAMS. The time measurement started with the click to
load the next image until the click to save the mask. 85 % percent of
the images were processed in under 5 seconds, while 97 % percent
were analyzed within 20 seconds or less. The categories only had a
minor impact on the analysis time.

4. Discussion

The presented study focused on the quantitative assessment of
wound closure rates utilizing an in vitro scratch assay. The pro-
posed interactive method ISAMS performed well overall, not only
on average compared to a baseline method but also with respect
to intra- and interobserver variability compared to manual seg-
mentation performed by trained experts. By comparing ISAMS
with WHST, we observed consistent improvements, independent
of the temporal stage and the evaluation measure. To obtain best
insights, we investigated a pixel-level (Dice) and an aggregated
domain specific measure (∆A) which is based on the wound area
which is an important feature for biological analysis. ∆A, however,
only reflects the size of the area such that false positive and false
negatives on pixel-level can finally cancel out, which is particu-
larly the case in manual annotations (showing similar ∆A scores
as ISAMS). On pixel level (Dice) these errors are clearly visible
(indicated by clearly lower Dice scores in the case of WHST).
An example can be seen in a zoom on the segmentation lines in
Figure 4. The analysis of user interaction with ISAMS indicated
efficient segmentation performance, with most images analysed
within seconds. The categories did not influence the segmenta-
tion time significantly. All these findings underscore the potential
of ISAMS as a reliable and efficient tool for accurate wound seg-
mentation, offering objective and reproducible results while mini-
mizing effort. In this preliminary work, we performed experiments
with a small set of manual observations and also a rather small
data set. In future work, we plan to perform an extensive study
based on a large image data set and additional baseline methods.
The publicly provided data is thereby intended to be enlarged as
well. The comparison between different-sized SAM-models to-
gether with different-finetuned SAM-models, particularly those
dedicated to medical imaging data such as MedSAM [MHL∗24]
or MicroSAM [ANK∗23], would also give valuable insights. Fur-
thermore, we want to delve deeper into the impact that the prompts
location has. Therefore we plan to randomize points within the
wound area. Additionally, the differences of point and box prompts
and their combination will be investigated. Moreover, the inter-
activity corrections will be examined in greater detail. This in-
cludes investigating how and which corrections are applied. To
conclude, this work showed that fine-tuning-free interactive seg-
mentation based on the segment anything model has the potential
to be used for efficient, accurate and virtually objective quantifica-
tion of in-vitro wound healing studies and present an alternative to
fully-automated segmentation models based on individually trained
models. The method showed high segmentation performance com-

pared to a baseline method with minor manual interaction and ef-
fort. On top of that, we showed that intraobserver and interobserver
variability can be clearly improved compared to the manual anno-
tation even by trained and motivated experts.
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