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Abstract
Facial motion capture (Facial Mocap) has gained increasing attention from researchers and professionals from different areas
of interest, including entertainment, face-to-face communication, and training. Facial Mocap allows straightforward capture
of dynamic behavior of the face from live action, providing data that can be used to drive realistic animation of a 3D virtual
face. Facial Mocap is an advantageous alternative to the direct and laborious manipulation of the face model. In particular,
marker-based mocap technique acquires three-dimensional facial points trajectories by tracking markers fixed on the face of
an actor. However, despite the existence of several empirical facial marker layouts, the ideal positioning of the markers is still
an open question. This paper presents an optimization technique to calculate the quantity and positioning facial markers and
establish their influences on the polygon mesh based on the correlation of markers in a dense layout. The technique generates
an optimized marker layout discarding unnecessary markers and positioning the remaining ones.

CCS Concepts
•Computing methodologies → Motion capture; Animation;

1. Introduction

Realistic facial animation of characters is used in many applica-
tions, such as animations for movies, video games, educational
multimedia, medicine, among others. The generation of realistic,
convincing facial animation is chalenging, especially because we
have an accurate sense to perceive even the subtlest facial expres-
sions [Par72]. The manual generation of realistic 3D facial anima-
tion requires skilled animators with artistic sensibility and knowl-
edge of facial physiology. Moreover, the manual manipulation of
the face model by an animator is laborious and time consuming.
Facial Mocap is an alternative that facilitates the generation of re-
alistic, convincing facial animation, mitigating the burden imposed
upon the animator. Currently, there are several types of mocap sys-
tems, such as magnetic, mechanical and optical. The optical motion
capture system is the most commonly used one due to factors, such
as flexibility and economy [LZD13]. Optical sytems can be catego-
rized into two different techniques: markerless and marker based.
The markerless system allows a more detailed capture of the sur-
face of the subject, but it is more sensitive to the environment and
the tracking often is not reliable [GLLG07]. On the other hand, in
marker-based systems the markers are triangulated by more than
one camera, and the correspondence finding across multiple angles
can be trivial because the configuration of the markers is sparse,
which makes this system typically more robust [LZD13]. Addition-
aly, marker-based motion capture can be done simultaneously with
the capture of the actor body [LZD13], [RGL15].

In body motion captures, the positioning of markers on the ac-

tor‘s body is more intuitive and inherently guided by the joints and
bones of the human body. However, since facial expressions are
mainly produced by muscular movements, the determination of the
number of markers and their positioning is neither intuitive nor triv-
ial.

One approach to obtain a detailed capture is to use as many
markers as possible to cover most of the actor’s face. However,
a high number of markers in a dense layout increases the demand
for processing power and the probability of marker identification
swaps that can occur when the markers are too close to each other.
On the other hand, using too few or poorly-placed markers may
fail to capture significant movements associated with facial expres-
sions.

Empirical marker layouts have been created and used by re-
searchers and industry [LZD13]. However, these ad-hoc solutions
lack solid rationale, hindering generalization and many of them
need standardization.

The technique presented in our work, uses data from the posi-
tions of the markers during some captures from a dense layout.
Through the positioning data we compute the correlations among
them and create an optimized marker layout.

The paper is organized as follows: Section 2 reviews related
works. Section 3 presents the methodology to establish an opti-
mized facial marker layout. Section 4 shows the optimized layout
results. Section 5 demonstrates the application of the results ob-
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tained and shows how they were introduced in the face of a charac-
ter. Finally, section 6 concludes and discusses our work.

2. Related works

Marker-based facial motion captures are usually done by opti-
cal systems due to the ability to capture even the subtlest move-
ments [KW08] [Men10]. [KW08] argues that we should not use
more markers than necessary, as often happens in body captures.
He warns that extra markers in facial captures tend to be discarded,
and when closed with each other, they can be viewed as a single
marker by the capture system cameras. However, the use of few and
poorly placed markers results in incomplete and low facial capture
quality. Based on these issues, the search for an optimized layout
becomes necessary [LZD13], [RGL15].

The optimization problem formulated in this work has similari-
ties to existing works [LZD13], [RGL15]. [LZD13] solve an op-
timization problem of characteristic control points based on the
vertices of the polygon mesh from high resolution facial pose sam-
ples. [RGL15] used the vertex positions of the facial mesh of all the
frames of a training sequence and through a clustering technique,
calculated the optimized layout of markers for a given number of
clusters. Both studies compute an optimized layout from the posi-
tions of the vertices of the face mesh when facial expressions are
applied to them. Differently, in our work, the optimized layout de-
termination is performed using captured data made by real actors.

We also defined a main area of influence in the vertex mesh for
each marker of the optimized layout which, through a direct map-
ping, produces the facial expressions in the character. This differs
from many works [RGL15], [DCFN06], [SL14], [PL06] that use
a nontrivial process of mapping the mocap data with blendshape
parameters.

3. Our Method

The facial marker layout optimization aims to determine a mini-
mum number of markers and their respective positions while main-
tain a satisfy high degree of realism and intelligibility of the fa-
cial expression. To compute the optimized layout, We used a dense
marker layout and made motion capture a wide range of facial
movements including the following facial regions: eyebrows and
forehead, eyes, nose, cheeks, mouth and chin. The positions of each
marker along the capture were analyzed a clustered according to
their behaviors. For each cluster, a marker was chosen and deter-
mined as a final marker of the optimized layout.

3.1. Corpus

For each facial region, a different mocap was performed with the
purpose of covering a wide range of movements. Facial expressions
containing, for each facial region, the following movements:

Eyebrow and forehead: raised, frowned, raised to the center
Eyes: brow lowered, upper lid raised, cheek raised, lid tightened,
slit, eyes closed, blink and wink.
Nose: nose wrinkle, crooked to right and crooked to left.
Mouth: Closed smile, open smile, right cheek inflated, left cheek

inflated, blowing, cheeks suck, upper lip raised, lip corner pulled,
cheek puffed, lip corner lowered, lower lip lowered, chin raised,
lip puckered, lip stretched, lip funneled, lip tightened, lip pressed,
lips parts, jaw drop, mouth stretch and lip suck.
Cheeks: Inflated cheeks, inflated right cheek, open smile, closed
smile, cheeks sucked, left inner tongue, right inner tongue and
blowing.
Chin: Same as mouth.

3.2. Dense marker layout

In a regular facial motion capture we should not use markers close
to each other [KW08]. However, in our approach we created a
dense layout of markers about one centimeter apart achieving a bet-
ter coverage of the surface of the face.

In our experiments, we assume that most facial expressions are
symmetric, and therefore we placed the markers only on one side
and the central line of the face. On the opposite side, we fixed some
markers in a non-systematic way only for face identification (Fig-
ure 2-a).

As for the markers, we used adhesive artifacts with half-sphere
geometry fixed on the actor’s face with hypo-allergenic glue. The
markers were painted with white matte paint giving a more uniform
and diffuse reflection.

3.3. Facial regions

For a more focused analysis, we chose to restrict the investiga-
tion of the markers according to the facial region of their location.
The facial regions determined in our work were based, but not re-
stricted, to the the regions presented by [SPP∗01] (Figure 1) which
leans over the facial musculature. A representation of the regions
on the face of the actor and their markers can be seen in Figure 2-
b, and the numbers of markers in each region have been listed in
Table 1.

Figure 1: Regions of head. Adapted from [SPP∗01].

3.4. Motion capturing and processing

For our motion capture we use the commercial Vicon Cara system
which tracks white or black markers with four 720p HD cameras
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Figure 2: a) Dense capture layout. b) Representation of facial re-
gions.

Face region number of markers
Eyebrow and forehead 25

Eye 8
Nose 15

Cheek 56
Mouth 14

Chin 23

Table 1: Facial regions and number of markers in each

with up to 60 fps [vic] (Figure 3). In our captures we use only white
markers.

During the sequence of region captures, execution between tar-
get expressions and neutral expression (rest) was alternated with a
pause of about two seconds in each capture.

Through the Vicon Cara Post software, the capture data were
verified and processed resulting in the three-dimensional trajectory
of each marker along the captures.

3.5. Position matrices

From the processed captured data, the position of the X, Y and Z
coordinates for each marker on every 5 frames is obtained creating
three different position matrices (PX, PY and PZ) on every facial
region.

PX =


m1 px1 m2 px1 ... mM px1
m1 px2 m2 px2 ... mM px2

...
...

. . .
...

m1 pxN m2 pxN ... mM pxN



PY =


m1py1 m2py1 ... mM py1
m1py2 m2py2 ... mM py2

...
...

. . .
...

m1pyN m2pyN ... mM pyN



Figure 3: a) Actor using the Vicon Cara Motion Capture Equip-
ment. b) View of the cameras during the processing of the captured
data.

PZ =


m1pz1 m2pz1 ... mM pz1
m1pz2 m2pz2 ... mM pz2

...
...

. . .
...

m1pzN m2pzN ... mM pzN


Where mi is the ith marker and px j the x-axis coordinate at the

jth analyzed frame. M is the number of markers in a particular fa-
cial region, and N is the number of observed frames.

3.6. Correlation matrix

To calculate the correlation matrices, first we calculate the covari-
ance from the position matrix of each facial region implementing
the following steps [GW00]: extraction of the mean vector, sub-
traction of the mean, product of each vector by its transpose and
extraction of the mean of the matrices. Then, from the covariance
matrices, we compute the correlation matrices [cor].

For each facial region, the correlation matrices of each axis are
consolidated to a final matrix through the sum of the matrices illus-
trated in Figure 4.

3.7. Marker clustering

The optimization process is based on the clustering of the markers
that have similar behaviors pointed out by the correlation that they
have with each other according to their data of movements along
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where,
M = number of markers in region
N = number of analyzed frames (samples)

Figure 4: Illustration of the process of creating the consolidated
correlation matrix

the captures. For each cluster a representative marker is selected to
compose the optimized layout.

The clustering and determination of the representative marker
in a given facial region are performed according to the following
steps:

1. Create a new cluster and set as its representative marker, a
marker which is not yet clustered, with the largest displacement
observed throughout the capture.

2. Inclusion of the markers whose correlation coefficient among
the representative marker previously defined is below the stipu-
lated threshold based on the mean of the correlations among the
markers.

3. If all markers are clustered the process ends, otherwise, go to
Step 1.

Figure 5 shows a flowchart of the process of clustering and de-
termining the representative markers with more details.

It is also possible to change the density of the optimized layout
according to the need for a greater or lesser degree of capture detail
by multiplying the correlation coefficient by a numerical factor.

Only to have a more visual reference, we presented the clusters
through spheres on the face of a character delimited by different
hues, the markers with the largest diameters represent the represen-
tative markers. Figure 6 shows an example of a clustering sequence
applied to the cheek region can be seen.

3.8. Final cluster adjustment

Because member markers are clustered to the first representative
marker that has minimal correlation with it, there may be situa-
tions where this marker can have a higher correlation with a further
representative marker created later. For these cases, reallocation ad-
justments are made. Figure 7 shows the reallocation of markers be-
tween groups represented by different hues.

In this way each member marker is analyzed and moved to the
group whose representative marker has a higher correlation with it,
as shown in Figure 8.

Figure 5: Clustering algorithm flowchart

Figure 6: Example of a clustering sequence

4. Markers layout and clustering results

As shown in Section 3, the captures were taken only on the right
side of the face. However, for the presentation of the results, the
markers displayed on the character face are mirrored to its opposite
side resulting in a symmetrical layout (Figure 9).

4.1. Optimized marker layout

The optimized marker layout is composed of the representative
markers of the clusters in each facial region. As already stated,
the clusters are created through a Threshold based on the mean of
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Figure 7: Example of the clustering adjustments of the cheek re-
gion

Figure 8: Clustering adjustment algorithm flowchart

correlations between markers. However, this threshold can be ma-
nipulated by multiplying a factor to get layouts with different re-
finements for different applications and needs. Figure 10 presents
different layouts obtained through the application of different re-
finement factors.

4.2. Region of main influence

To obtain a representation of the facial expression with the opti-
mized layout, each representative marker influences, with varying

Figure 9: Markers displayed on the face of the character. Left:
original layout captured. Right: Mirrored layout (symmetrical).

Figure 10: Optimized marker layouts obtained through refinement
factors equals to 0.9, 1.0 and 1.1 respectively

degrees, a set of vertices on the face of the character according to
its cluster area.

However, to achieve a smoother transition, the area of its influ-
ence may extend to other clusters and facial regions when analyzed
individually.

The cluster refinement (as well as optimized layout) can be mod-
ified by changing the refinement factor. Figure 11 shows the main
influence clusters obtained through the application of different re-
finement factors.

Figure 11: Main influence regions obtained through refinement
factors equals to 0.9, 1.0 and 1.1 respectively

5. Application example

As an example of application, we inserted some rigs into the face
of a character according to the positioning of the markers in the op-
timized layout obtained through the refinement factor equal to 1.1
(Figure 10-3). In addition to the 38 bones defined by the markers
of this layout, other bones were inserted to aid in the influence of
deformations as shown in Figure 12.

Using the optimized layout, we executed motion capture of var-
ious facial expressions through the Vicon Cara system. The data of
the captures were then processed and positioned next to the charac-
ter face as can be seen in Figure 13.

Joints were defined for the character face and placed at the same
location of the Mocap controllers which followed the optimized
marker layout positions. These joints were bonded with character
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Figure 12: Main Bones and Auxiliaries

Figure 13: Optimized marker layout and face joints

face geometry so that it can deform a specific area on the deforma-
tion map. Each joint influence has a similar region of influence of
the marker layout.

The regions of influence of each marker on the character face
were guided by the position and area of the clusters obtained from
the optimized layout shown in Figure 11-3. The capture markers
were then connected to the rigs through a Child of constraint, so
that the rigs might perform the same translations determined by
their associated markers.

The regions of influence are based on a set of colors, where each
color represents the percentage of deformation when the joint is
moved (Figure 14). Each joint of the rig generates a map of defor-
mation in the geometry of the character and that region is based
on the main influence regions as seen in Figure 11. Each created
cluster indicates the position and the reference for the influence
painting in the character. The 38 optimized markers (figure 10),
generate the same number of motion capture points used to record
the animation. These markers are used to move the joints face in 3d
characters and to paint influences in geometry head also.

Figure 14: Marker set comparison influence deformation map

Figure 15 shows some comparisons of facial expressions cap-
tured by an actor and produced by the character according to the
results and procedures presented in our work.

6. Discussion and Conclusions

We propose an optimization approach of markers layout for 3D
facial motion capture based on the correlation of markers through
captures using a dense layout. For this purpose, we analyzed the
positions of the markers along specific captures for different facial
regions and clustered the markers that showed similar behaviors
pointed out by correlation calculations among themselves.

The markers, originally from the dense layout, in each cluster
formed in this process, are replaced by a single marker at the po-
sition of the one that showed the greatest displacement observed
throughout the capture. In addition to the optimized layout, the
clusters formed can help in determining the region of influence in
the mesh of vertices of the character face.

We also presented the possibility of manipulating the level of
detail of the optimized layout by changing a refinement factor in
the clustering algorithm. For further work, it is planned to create
an automatic polygon mesh manipulation system considering the
position of the markers and their main area of influence.
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Figure 15: Capturing and producing of facial expressions
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