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ABSTRACT

The standard workflow of a haptic device takes the position of the effector in space and sends a force vector in return. This paradigm naturally meets the behaviour shown in elastic materials, where the resistant force of a body is proportional to the displacements created. In fact many works have designed methods to simulate interaction with linear-elastic bodies, covering different techniques from spring-mass structures to specific volumetric representations. However, realistic simulation of volumetric data is still an open issue. Not only is it challenging due to the complex relations that govern the real elastic behaviour, but also because of the huge amount of data that needs to be processed. In this paper we propose a technique to interactively deform 3D images, such as those acquired by a CT scanner. While producing a physically plausible haptic feedback, deformation and visualization algorithms produce an efficient and natural feeling. Using a free form deformation structure as a wrapper, it is possible to deform complex structures at high frame rates, independently of the size of the volume.

1. Introduction

Simulation of rigid body deformation has been a field of great interest among the computer graphics community. Realistic deformation models have immediate and obvious applications in many areas, such as virtual reality, surgery simulation or virtual sculpting. Since 1984, when Sederberg et al. presented the Free Form Deformation method [SP86], a vast collection of works have aimed to create efficient and realistic methods to create the illusion of elasticity or plasticity.

However, and similarly to any other physical simulation, realism and efficiency are confronted. On the one side, physically based simulations require many resources and computation time, which consequently limits the size of the model involved. On the other side, simplified or heuristic deformations are easier to compute, but obviously produce less robust results.

The proposed method tries to find an equilibrium between these two approaches. A natural tactile experience is generated using physical principles, whereas simplifications are made in the deformation model – the huge number of elements required by volumetric models would be hard to handle otherwise.

1.1. Contribution

The main contribution of this work is a deformation technique which allows interactive deformation of volumetric images. User experience is furthermore enhanced with the addition of a realistic, physically plausible haptic feedback. Deformation, collision detection and force calculation are computed independently at high frame rates, ensuring a soft, continuous and natural tactile sensation. Since a wrapping Free Form Deformation structure is used, the deformation
rates are independent from the size of the volume being deformed.

1.2. Previous Works

A number of methods have been presented aiming to create both ad-hoc and general solutions to the elastic problem. In this section a selection of them will be referenced, providing an interesting overview of the state of the art on deformable models and haptic interaction.

1.2.1. Geometric Deformations

Complex models with a large number of nodes usually require some kind of simplification in the deformation algorithms to achieve interactive response times. This is the case of spring-mass based solutions, which have been widely used to calculate deformations on human tissues or elastic materials [Def98]. Despite of the simplifications done, works such as those of Choi et al. [CSH03] and McDonnell [MQW01] have shown satisfactory results when they are combined with haptic interaction. Usually, spring-mass models require the addition of heuristic knowledge to acquire physical reality [NC10].

The Chain-Mail Algorithm, developed by Frisken-Gibson [FG99], makes use of a volumetric structure to compute both elastic deformations and haptic responses. For this, voxel of the volume admits a certain displacement within its original position. When the voxel reaches its maximum offset, the displacement is chained to the neighbors. The result is a linked volume which accepts geometrical deformations.

Dewaele and Cani [DC04] presented a method that made possible the global plastic deformation of a volumetric structure. Displacements fields were computed directly on the grid, using two ore more contact points.

1.2.2. Physics-based Simulation

Some researches have confronted the intrinsic problems of using physical models — which usually implies complex integration methods to compute deformations — presenting remarkable works which, with some small simplifications, have overcome the obvious time limitations.

Many works have also used Finite-Elements Models (FEMs) to represent deformable solids, such as the one presented by Nesme et al. [NPF05]. Also noteworthy is the work done by Delingette et al. [DA04], who used continuum mechanics to compute physically plausible deformations. Delingette proposed a FEM for data representation, which was created from the initial dataset in a pre-computation stage. Haptic interaction was granted with a predefined set of interaction operators, since the complexity of the model would not allow for runtime force calculation. Peterlík [PM07] improved Delingette’s method in some aspects, using the Linear Theory of Elasticity in a more efficient way.

Metzger et al. [MTPS08] proposed a method to deform a mesh by constructing a skeleton of tetrahedral volumes. Continuum mechanics were used to compute deformation, using limited time integration schemes to grant interactivity even in models comprehending 1,000 tetrahedras.

Figure 2: Conceptual representation of the volume. Each cube represents a voxel with an uniform property value. Color gradient shows different voxels with different property values. A small spacing has been added between voxels for clarity.

2. Volume Representation

In this section a brief description of the volumetric representation used in this work will be introduced.

2.1. Voxel Domain

The data structure used to represent the material is a finite set of homogenous cubes partitioning the three-dimensional euclidean space. Such distribution creates a grid which can be conveniently indexed with three integer numbers $i$, $j$ and $k$. The surjective function $v(\vec{x}) : \mathbb{R}^3 \rightarrow \mathbb{Z}^3$ defines the many-to-one relation between any point of the space and its correspondent area $v_{ijk}$, also called voxel. Each voxel $v_{ijk}$ will have an associated positive real value. This number shall be interpreted as the occupation level, and referred as density from here on. Density function reads consequently as:

$$d(v_{ijk}) : \mathbb{Z}^3 \rightarrow \mathbb{R}^+ \cup \{0\}$$

Therefore the volume can be seen as a set of cubes, each of them representing an uniform density area (see Fig. 2). As a natural extension of this abstraction, the space outside the volume will also be partitioned in voxels of the same size. Zero density will be assigned to any point outside the volume data. The whole object, defined as the set of all the voxels with density bigger than 0, will be noted as:

$$V = \{v_{ijk} : d(v_{ijk}) > 0\}$$

2.2. Tool Representation

The tool will be defined with the implicit function:

$$t(\vec{x}) : \mathbb{R}^3 \rightarrow \{v_{ijk}\}$$

This function provides, for any point of the space $\vec{x}$, a discrete set of voxels which are included in the tool volume.
Figure 3: Schematic representation of the Texture Hardware Volume Rendering technique. Volume is represented by a set of slices, aligned with the camera. In the picture a sphere is composed by a set of sections (circles), each one painted in one of the 16 slices (grey polygons).

For the sake of simplicity, a spherical tool will be used in the following.

3. Volume Rendering

For later use, the visualization method used in this work — commonly known as direct volume rendering — shall be here described.

The volume rendering is done by displaying a set of polygons, aligned with the camera view. A three-dimensional texture is then assigned to those polygons, showing each of them a slice of the volumetric texture. The slices are composed using hardware alpha blending, therefore adding a depth sensation to the scene [MLM03]. This situation is depicted in Fig. 3.

The volume can be examined from different views angles just rotating or translating the 3D texture. The polygonal slices do not, therefore, move from their original position. Additionally, using shader programs — when supported by the underlying graphics hardware — makes possible to colour single-valued voxels. Using a colour transfer function, different RGBA values can be assigned to each of the property values of an unidimensional domain.

As it will be later pointed, this rendering technique turns out to be very convenient for the purposes of this work, precisely due to the polygonal structure in which the volume is enclosed.

4. Force feedback

The tactile sensation generated by this method is supported by the Theory of Linear Elasticity, which is a branch of the Continuum Mechanics which relates the forces applied to a material (modeled as a continua) and the displacements produced in the body. Prior to detailing the force computation algorithm, a brief note on the continuum mechanics principles used will be here introduced.

4.1. Linear elasticity

Let $\mathbf{x}$ be the spatial configuration of a material. For a certain time instant $t$, the relation between the external forces applied to an elastic, isotropic media reads as follows [OdSB06]:

$$\sigma(\mathbf{x}, t) = \mathbf{C} : \varepsilon(\mathbf{x}, t)$$

$$\sigma_{ij} = C_{ijkl} \varepsilon_{kl}$$

(4)

with $i, j, k, l \in \{1, 2, 3\}$, and where $\sigma$ is the second order Cauchy stress tensor, $\varepsilon$ is the infinitesimal strain tensor, and $\mathbf{C}$ is the fourth order stiffness tensor, which, by definition:

$$\mathbf{C} = \lambda \mathbf{I} + 2 \mu \mathbf{I}$$

$$C_{ijkl} = \lambda \delta_{ij} \delta_{kl} + \mu (\delta_{il} \delta_{kj} + \delta_{ik} \delta_{jl})$$

(5)

where $\lambda$ and $\mu$ are the Lamé constants. Substituting Eq. 5 in Eq. 4:

$$\sigma = \lambda \varepsilon \mathbf{I} + 2 \mu \varepsilon$$

$$\sigma_{ij} = \lambda \delta_{ij} \varepsilon_{ij} + 2 \mu \varepsilon_{ij}$$

(6)

the Constitutive Equation for Linear Elastic Isotropic Materials is obtained, with tensor indexes $i, j \in \{1, 2, 3\}$. This equation determines, for a certain known strain tensor, the stress applied in the body. Assuming that only one force is acting on the material at each time and therefore that the body does not rotate, shear components of both the strain and stress tensors can be obviated.

4.2. Haptic force generation

In order to produce a smooth, continuous haptic response, it is necessary to generate a force vector at the common update rate of 1kHz. Therefore, collisions and elastic analysis must be computed within the strict time limit imposed by the device. Furthermore, it is necessary to compute the elastic problem taking the stress tensor $\sigma$ as the main variable, for the haptic device only samples the probe position.

The force computation cycle naturally starts with the collision detection. Since the tool used in this work is defined as an implicit function over the volume domain as seen in Eq. 7, collision can be easily checked with the expression:

$$\sum_{i=1}^{t(x)} d(v_{ijk}) > 0$$

(7)

for any position $\mathbf{x}$ of the tool in space. When the condition in Eq. 7 is met, the volumetric tool $t(\mathbf{x})$ intersects one or more voxels of the volume $V$. Contact with the material has been therefore achieved, and a force must be generated.

Let $\mathbf{x}_0$ be the last sampled position of the haptic tool where $\sum_{i=1}^{t(\mathbf{x})} d(v_{ijk}) = 0$, and $\mathbf{x}_1 \ldots \mathbf{x}_n$ the next sampled positions which satisfy the collision condition defined in Eq. 7. The surface of the solid will be deformed following the path of the haptic tool. Hence, the differential displacement vector $\mathbf{x}_n - \mathbf{x}_0$ will be the distance covered by the body surface as long as the haptic tool is pressing. Since the strain tensor $\varepsilon$ is known for any point of the surface contacting the tool, and knowing that no other forces are acting on the body, $\sigma$ can be easily computed with Eq. 6.
Once the differential stresses are known for each one of the surface units contacting the tool, and as explained in previous works of the authors [PST09], the resulting force can be computed just surface-integrating over the body surface. In the discrete expression, the equivalent total strain reads:

\[ \sigma_i = \sum_j \sigma_{ij} \]

which is, obviating discretization effects, approximately equal to the force felt by the user holding the haptic probe.

5. Elastic Deformation

Resolving the elastic problem for the entire volumetric image would require solving a system with 15 partial differential equations and 15 variables in \( \mathbb{R}^3 \times \mathbb{R} \) (space and time) [OdSB06]. Besides, the system should be solved each time a differential strain was found. Even though realistic results have been achieved previously with limited-time integration schemes for a small number of nodes [MTPS08], it is not possible to offer interactive frame rates when considering the huge amount of samples which conform 3D images.

Even small volumes would require unacceptable response times if all the voxels had to be processed. A cubic image with 128 voxels side would require computing more than two million points per interaction frame. This intrinsic complexity, which grows exponentially with larger volumes, naturally leads to interpolation when it comes to process the whole volume. Also, the theoretical solution, which requires a somewhat complex integration scheme, will be approximated by an heuristic geometrical transformation which creates an intuitive and natural deformation.

5.1. Free Form Deformation Enclosure

The approach proposed here uses an intermediate Free Form Deformation to properly deform the 3D image when an interaction occurs.

The Free Form Deformation technique requires a set of points which are implicitly defined in terms of a set of control nodes. The points will change accordingly to the position of the control nodes, and therefore deforming the object. The 3D image is rendered as a block by the graphics hardware, but the visualization method explained before does require a set of polygons, associated each one to a certain segment of the volume (see Fig. 2). If each slice is additionally fragmented in a set of rectangular pieces, the result will be a regular structure of aligned polygons which can be easily transformed:

\[ P(u,v,w) = f(P(x,y,z)) \]

where each point of the polygonal mesh \( P(u,v,w) \) is a function of the initial configuration \( P(x,y,z) \). Each point \( P(x,y,z) \) of the mesh will have associated a certain point of the 3D image \( V(x,y,z) \) (assuming a continuous, interpolated 3D texture). Displacing a point \( P(x,y,z) \) using the deformation function \( f \) will also displace its associated point in the volume domain \( V(x,y,z) \). Consequently, the volume slices will be deformed following the pattern given by \( f \). Obviously, the quality and time required to compute the deformation will directly depend on the number of slices used to display the volume, and also in the number of rectangular patches used for each slice.

5.2. Control Points

Since the deformation will be triggered and controlled by the haptic device, a single control node will be dynamically defined when a collision is detected. When a collision occurs in the volume domain (see Eq. 7), a virtual node will be defined in the same position \( \vec{x}_0 \) used for the force computation. Control node \( \vec{x}_0 \) will be translated to \( \vec{x}_n \) as long as the collision condition is met.

All the points of the polygonal mesh will be transformed the following pattern given by the elastic deformation \( \vec{x}_n - \vec{x}_0 \):

\[ P(u,v,w) = P(x,y,z) + \frac{(\vec{x}_n - \vec{x}_0)}{||P(x,y,z) - \vec{x}_0||} \]

where \( \vec{x}_n \) is the point of the tool surface in the direction \( P(x,y,z) - \vec{x}_0 \). If \( P(x,y,z) - \vec{x}_0 \) does not intersect the tool surface then \( P(x,y,z) \) is inside the tool and then \( \vec{x}_n = P(x,y,z) \). Eq. 10 displaces all the points of the mesh uniformly in the direction of the current elastic strain \( \vec{x}_n - \vec{x}_0 \), whereas the module of the displacement vector for each point diminishes linearly with the distance to \( \vec{x}_n \).

This effect can be clearly seen in Fig. 1, where a block of material has been pressed with the haptic tool. Points of the polygons in the intermediate structure have been displaced, and the 3D image has been coherently interpolated in the reallocated polygons.

6. Implementation and results

The force computation and elastic deformation algorithms were implemented in a prototype running on an Intel Core 2 Quad CPU at 2.93GHz with 3.50GB of RAM computer. Force computation speeds are shown in Table 1. The performance of the force computation strictly depends on the tool size, for collisions need to be checked all over the tool surface voxelization.

<table>
<thead>
<tr>
<th>Volume size</th>
<th>Tool diameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>128</td>
<td>16</td>
</tr>
<tr>
<td>256</td>
<td>4654Hz</td>
</tr>
<tr>
<td>512</td>
<td>4612Hz</td>
</tr>
</tbody>
</table>

The visual feedback of the deformation is computed in the graphical thread, for the polygonal mesh only needs to be updated once per frame. Performance in this case does only depend on the number of points that need to be transformed (i.e.: the resolution of the FFD). Screen captures shown in Figures 1, 4, 5, 6 and 7 were taken with a mesh composed by 500 slices, 20x20 square patches each (a total number of \( 21^2 \times 500 = 220500 \) points). Slices are low resolution, but the high density of slices lead to acceptable visual results. A mean framerate of 15fps was obtained for most of the models, with a slight reduction in performance when working with 512\(^3\) volumes — big texture manipulation heavily decreases performance, even in view-only applications.

7. Conclusions and future work

A new method for volumetric elastic simulation was here introduced. The technique described here allows interactive
deformation of a volume, such as the 3D images obtained with a CT scan. The volume is treated as an elastic, isotropic medium. Force feedback is computed following continuum mechanics principles, which leads to a natural and plausible tactile sensation.

Future improvements of the described technique comprises the addition of permanent (plastic) deformations, topic which has been already developed for volumes in previous works by the authors [PST09]. Also, it would be interesting to expand the current method to work with anisotropic materials, for 3D images can represent different properties (as clearly seen in the CT scan depicted in Fig. 7).
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