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Abstract
Point cloud is a widely used technique for representing and storing 3D geometric data. Several methods have been proposed
for processing point clouds for tasks such as 3D shape classification and clustering. This work presents a tree-structured
autoencoder framework to generate robust embeddings of point clouds through hierarchical information aggregation using
graph convolution. We visualize the t-SNE map to highlight the ability of learned embeddings to distinguish between different
object classes. We further demonstrate the robustness of these embeddings in applications such as point cloud interpolation,
completion, and single image-based point cloud reconstruction. The anonymized code is available here for research purposes.

CCS Concepts
• Computing methodologies → Shape representations;

1. Introduction

Point cloud is an important data structure that can be used to
store information about the geometry of any 3D shape. Several
applications require efficient embeddings of point clouds, such
as point cloud classification and segmentation [QSMG17], point
cloud completion [CFG∗15, YFST18], and point cloud generation
[SPK19]. While encoder-decoder-based methods have been widely
used for generating information-preserving embeddings over im-
ages for image compression and filtering tasks, extending these
methods to 3D point cloud data is challenging due to its irregular
structure compared to images and 3D voxels. In this work, we de-
sign a deep encoder-decoder framework to learn information-rich
robust embeddings for several tasks on point clouds, such as clus-
tering, classification, interpolation, completion, and image-based
reconstruction.

Figure 1: t-SNE visualization (perplexity value of 40) showing the
clusters of learned feature embedding per class.

2. Method

We extend tree-GAN [SPK19] - a GAN-based (decoder-only) tree-
structured framework to an autoencoder framework for efficiently
encoding and decoding point clouds. Specifically, instead of us-
ing a noise vector z ∈ R96 sampled from a normal distribution
N (0, I) (as in tree-GAN), we propose to use the embeddings
learned from a tree-structured graph convolution-based encoder for
generating point clouds. The proposed encoder, when combined
with the decoder [SPK19], forms a complete tree-based encoder-
decoder framework called TreeGCN-ED. The TreeGCN-ED archi-
tecture and the information flow are described in Figure 2. We
use Chamfer loss to train the network over the ShapeNetBench-
markV0 [CFG∗15] dataset with 16 object classes. We perform
train-validation-test split as per [CFG∗15] (more details in the sup-
plementary).

3. Experiments and Results

We compare the performance of TreeGCN-ED with the popular
FoldingNet model [YFST18] on the test set of ShapeNetBench-
markV0 dataset [CFG∗15] and evaluate the performance using
Chamfer Distance (CD) and Fréchet Point Cloud Distance (FPD).
We observed that TreeGCN-ED outperforms FoldingNet by a sig-
nificant margin. We obtained the CD of 1.21 units (TreeGCN-ED)
and 1.48 units (FoldingNet), and FPD of 11.54 units (TreenGCN-
ED) and 44.52 units (FoldingNet) averaged over 16 different
classes in the dataset. We report the per-class metrics in the sup-
plementary.

Point cloud clustering. Figure 1 shows a t-SNE plot to establish
how well our encoder model can generate feature embedding for
each class. We observe that the inter-class separation is higher, in-
dicating the discriminative capacity of the proposed encoder model.

Point cloud interpolation. We also perform inter-class and
intra-class interpolation from the source and the target point clouds
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Figure 2: TreenGCN-ED: The encoder (left) consists of multiple stages of down-branching and graph convolutions for encoding the input 3D
point cloud p ∈ Rn×3 into a feature embedding ψ ∈ RK . The decoder (right) takes ψ as input and reconstructs the 3D point cloud through a
set of up-branching and graph convolutions (similar to [SPK19]). The down-branching consists of a fully connected layer followed by max-
pooling to accumulate features from ancestors for each node. The output of the fully connected layer is divided into C equal components that
are passed to the max-pooling layer. The up-branching is responsible for collecting information from the feature embedding of the ancestors
and upsampling, which are then passed to the graph convolution layer for further refinement. Each stage is designed to learn relations
between a node and its neighbors, especially when point clouds do not have edge connections.

in Figure 3. The intra-class interpolation results illustrate the ability
of our model to synthesize novel shapes between two given shapes.
The generated shapes faithfully represent the object class at each
interpolation stage.

Single image-based point cloud reconstruction and point
cloud completion. 3D reconstruction from a single image is an ill-
posed problem. Figure 4 (a) shows that the learned embeddings can
also foster image-based reconstruction. Moreover, we also show
how well TreeGCN-ED can fill the missing structures in the point
cloud data (see Figure 4 (b)). We observe that TreeGCN-ED also
learns inherent semantic information of the point cloud. Specific
implementation details and more qualitative results are provided in
the supplementary.

Source Interpolation Target

Figure 3: Intra-class (top) and inter-class (bottom) point cloud in-
terpolation exhibiting a smooth transition.
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Figure 4: Results on (a) single image-based point cloud recon-
struction and (b) point cloud completion.

Dataset
No Augmentation Rotation Augmentation

ψ ∈ R256 ψ ∈ R512 ψ ∈ R256 ψ ∈ R512

ShapeNetCore.v2 10.90 10.07 8.82 7.88
ModelNet10 0.83 0.83 0.85 0.85
ModelNet40 0.71 0.72 0.73 0.73

Table 1: Ablation study to understand the effect of feature dimen-
sion (ψ ∈ R256 vs R512) and data augmentation on the Chamfer
distance.

We additionally perform ablation studies to understand the effect
of learned feature dimension and data augmentation (like rotation)
in Table 1 and obtain the best performance for ψ ∈ R512 and rota-
tion augmentation.

4. Conclusion

We propose a tree-structured graph convolution-based encoder ar-
chitecture and combine it with the decoder of tree-GAN to create
a complete tree-structured encoder-decoder model for point cloud
processing. The results highlight the effectiveness of the encoder
model in learning information-rich features for tasks such as point
cloud clustering, completion, generation, and single image-based
reconstruction, which would be valuable for the graphics commu-
nity.
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