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Abstract
Traffic flow prediction plays a significant role in Intelligent Transportation Systems (ITS). Due to the variety of prediction
models, the prediction results form an intricate structure of ensembles and hence leave a challenge of understanding and
evaluating the ensembles from different perspectives. In this paper, we propose a novel visual analytics approach for analyzing
the predicted ensembles. Our approach models the uncertainty of different traffic flow prediction results. The variations of
space, time, and network structures of those results are presented with the visualization designs. The visual interface provides
a suite of interactions to enhance exploration of the ensembles. With the system, analysts can discover some intrinsic patterns
in the ensemble. We use real-world urban traffic data to demonstrate the effectiveness of our system.

CCS Concepts
•Human-centered computing → Visual analytic;

1. Introduction

Traffic data analytics and visualization have been extensively
studied for decades [AAD∗08, CGW15] and applied in many areas
such as urban planning and city security. In this work, we focus on
traffic flow prediction, a major functional component in Intelligent
Transportation Systems (ITS) during the past decades. Various
types of traffic prediction models were developed, including
time-series models [LCZ14, CZZ17, JZC14] and deep learning
models [TP15].

Understanding predictive outputs from these models is a
challenging task. With massive computation resources, analysts
can often run multiple models with different parameter settings
simultaneously, thereby harvesting an ensemble of prediction
results for the same road network. However, this brings another
cumbersome task, that is, evaluating, comparing, and analyzing
the resultant ensemble data. Visualization and visual analytics
methods are widely used to depict “commonalities, differences and
trends” in ensemble data [OJ14]. Despite a large amount of work
dedicated to visual analysis of ensemble data, especially graph
ensemble data [YC17, GHL15, SNG∗17], it remains challenging
to visually analyze ensembles of spatio-temporal graph structures,
including 1) non-trivial visual design of spatio-temporal graphs
and 2) comprehensive and contemporary analysis of the outcome
ensembles from multiple prediction models.

† Wei Chen is the corresponding author.

In this paper, we present an iterative visual analytics approach
for traffic flow network ensembles generated by multiple prediction
models. By cooperating with domain experts, we derive a list
of tasks to guide our design. To support visual exploration
of flow patterns, we employ advanced pattern mining methods
based on k-nearest neighbor (k-NN) graphs. Our approach
leverages a visual analysis pipeline to support presenting and
exploring well-established traffic flow prediction models. The key
components of the visual interface are a set of visual designs, i.e., a
k-NN graph view of clustered ensembles, a multi-level map view of
ensembles on the basis of road networks, and a flow ensemble view
of a set of similar ensembles. In summary, the main contributions of
our research are in the following three folds: 1) a novel scheme that
uses spatio-temporal graph ensembles to analyze the uncertainty
induced by traffic flow prediction models, 2) a suite of visual
designs to depict spatio-temporal and structural characteristics of
multiple prediction models, and 3) an effective and scalable visual
analytics system that allows users to summarize, investigate, and
compare predicted traffic flows.

2. Analytical Pipeline

Ensemble Modeling and Analysis Predicted flows from
multiple models are imported. We first employ general uncertainty
measurements of flow network ensembles on all roads. Then, we
use distance-based methods to extract k-NN graphs of ensemble
flows.

Visual Comparative Exploration In this visual analysis stage,
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Figure 1: (A) The visual interface of our system. (B) An illustration of the flow ensemble view. (C) Visual design of the multi-level temporal
map view. (D) The flow ensemble views (Left) of four functional regions selected in the case study, and (Right) four different parameter
configurations.

we provide two analytical schemes to explore ensemble flows
from two different aspects. We use a map view with heatmaps to
present a global picture of road attributes, such as flow volumes
and uncertainty. To examine and explore k-NN relations among
all roads, a k-NN graph view is provided to show the top-k
correlations and summarize patterns in the k-NN graph. When
specific road groups are selected, the flow ensemble view can be
adopted to visualize and reveal detailed differences in temporal,
spatial, topological, or uncertainty-related features between the
two groups. All views are tightly coupled through the strategy of
multiple coordinated views in order to enable a comprehensive
analysis of ensemble flows and fulfill various analytical tasks.

3. Ensemble Analysis

Traffic flows comprise a road network and vehicles’ passing records
in the network. In a road network presented, the nodes are a set
of fixed points which typically consist of road intersections, the
starting or ending points of a road, entrances/exits of some places,
etc. Formally, we define the road network as a graph G = {N,E}
where N = {n1,n2, · · · ,np} and E = {e1,e2, · · · ,eq} represent the

set of p nodes and q connected roads, respectively. Traffic flow fe,t
is defined as the number of vehicles (denoted by #veh) that pass
over a road e during a time interval t: fe,t = #vehe,t . Specifically,
we use FG,t = { fe,t ,e ∈ E} to represent the set of flows in a road
network G, and Fe,t1,tk as the flow series from time t1 to tk on road
e, namely { fe,ti , i = 1, · · · ,k}.

With historical traffic flow records Fe,t1,tk for a specific road
or road network, the purpose of a flow prediction model is to
forecast the future flow volumes { fe,t j , j = k+1, · · · ,k+h}. Here,
h denotes the prediction horizon of the model, which indicates
the length of the predicted time series. Two domain experts
suggested a list of model types in research and applications,
including 1) Autoregressive Integrated Moving Average model
(ARIMA), 2) k-nearest neighbors prediction (k-NN), and 3) Long
short-term memory networks (LSTM) [TP15]. Specifically, we
define Prem,e,h = {Fm,e,t , t ∈ [k+1, · · · ,k+h]} as the flow predicted
by a model m on road e for the next h time intervals. We
consider Prem,e,h as an ensemble member, and the flow ensemble
of all predictions on a specific road e is defined as EnM(e,h) =
{Prem,e,h|m ∈M} for all trained models M.
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To represent distributions and variations of all the model
outcomes, we use the standard statistical measures to summarize
the flow prediction ensembles. Within each time interval, the mean
flow volume of all M models on road e is represented as PreM,e,t ,
and the standard deviation as ˆPreM,e,t . To compute the k-NN graphs
of different flow ensembles, a proper algorithm should be able to
quantify the similarities between ensembles and perform advanced
pattern mining. In our work, the MUNICH algorithm [AKKR09]
is selected. Based on the similarities derived from the algorithm,
we employ k-NN graphs to model top-k relations among the flow
ensembles in the following two steps:

Construction of the k-NN Graph In the context of our work,
the roads are considered as nodes in the target k-NN graph. For
each node that represents a road, a directed edge is connected from
the road to its k most similar roads based on the similarity of flow
ensembles. Thus, a graph with |E| nodes and k · |E| directed edges
can be constructed by iterating this procedure on every road.

Simplification and Clustering It should be noted that
the k-NN graph is a directed graph. To simplify the graph
structure and enhance correlations among vertices (roads), we
transform the k-NN graph into an undirected one by keeping
edges between all mutually-connected node pairs, that is to say,
retaining the relations where two roads appear in each other’s top-k
list. The simplified undirected graph reflects strong connections
of similar flow ensembles. We further perform clustering with
the Girvan-Newman community detection algorithm [GN02] to
retrieve strongly-connected partitions.

4. Visualization Design

The Map View The map plays a crucial role in presenting
geospatial information and tieing up other views which utilize
spatial relations among roads or road networks. Our core idea
is to embed temporal glyphs into the road network and support
smooth transitions and rich interactions on multiple levels. As
illustrated in Figure 1 (C), our visual design is separated into
three different levels: 1) On the microscopic (road-wise) level,
the viewport of map view only shows several connected roads
that come from one or two blocks. The sparsity of roads enables
visual encoding of additional information in the free space among
different roads. Thus, a glyph is embedded next to the starting point
of a road, which contains a line chart with the time axis alongside
the road. In the line chart, mean values of the flow ensemble for
the road are marked as a blue line, while the filled area indicates
the standard deviation. A white bounding box is drawn under the
glyph as the background. 2) On the mesoscopic (community-wise)
level, the road network becomes denser than those in microscopic
viewports, which consequently reduces the space to place the
glyphs. Hence, on this level only the node-link diagram of the
road network is presented. 3) The macroscopic (city-wise) level is
intended to provide an overview of the flow volume distribution
in the entire urban area. We use the 2-D kernel density estimation
(KDE) to generate a density map of the entire road network by
uniformly sampling points along each road. The number of sample
points is proportional to the accumulated flow volume of the
road. Thus, a 2-D KDE is generated for each sample point. The
analysts can zoom in and out among the three levels. Additional

details are displayed by hovering on roads on mesoscopic and
microscopic levels. Moreover, highlighting a coordinate on glyphs
in the same viewport is linked in order to facilitate identification
and comparison of mean and deviation values along time axes.

The red lines indicate the roads in 
the community..

The road network is depicted 
in gray lines.

(A) (B)

Figure 2: (A) An illustration of the k-NN Graph View. (B) The
design of the glyph.

The k-NN Graph View The k-NN graph view is designed to
present top-k correlations and neighboring patterns in a specific
time period. We employ snapshots of maps to visualize the
corresponding flow ensembles of roads in communities, therefore
the task to summarize flow ensemble patterns is directly supported.
Figure 2 (B) illustrates the design of the glyph that encodes a
community. Inside a circle, a snapshot of the entire road network
is depicted with gray lines. The roads that are contained in
the community is highlighted in red in the snapshot network.
Thus, the glyph provides an overview of spatial distributions for
the roads. We use the layout of glyphs to encode relations of
corresponding communities in the k-NN graph. The k-NN graph is
firstly summarized into a graph of communities. The edge weights
between communities are equal to the number of edges that connect
roads from different communities in the original k-NN graph. The
summarized graph, as shown in Figure 2 (A), is visualized with
the force-directed layout algorithm with edges connected between
community glyph. The line widths are adopted to indicate the
edge weights. Basic panning and zooming operations are supported
in the canvas. The detailed information of a community can be
expanded by clicking on the corresponding glyph. To filter out
small communities, the analysts can use a range selector on a
bar chart where the communities are ordered by the number of
contained roads.

The Flow Ensemble View To visualize temporal trends and
distributions of the roads, we design a density-based flow ensemble
view. Our design is a hybrid combination of line charts and box
plots. As shown in Figure 1 (B), each time series is presented by
using one line segment per time series. The visual clutter caused
by a vast number of line segments can be eliminated by using the
curve density estimation [LH11], yielding a density map of lines.
To further depict the statistical values, two layers of curve density
maps are employed. First, line segments in the original line charts
are uniformly sampled into a set of sample points. Then, all the
first and third quartiles at each time step are composed to form a
stripe-like contour. The sample points are naturally split into two
groups: the ones that lie inside the contour between two quartiles,
and their counterparts. Finally, two 2-D KDE-based density maps
are generated with respect to the two sample point groups and
then composed into a single density map. For each density map,
the configurations of grouped roads like the number of roads and
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the average flow volume of all the roads are shown. In terms of
interactions, the analysts are allowed to hover the mouse pointer on
a density map. All the time series that pass through the hovering
position will be highlighted as lines.

Other Widgets The model view shows all the model types
and parameters used for flow prediction. To summarize the flow
volumes in the entire urban area, an area chart for describing the
accumulated mean volume of all flow ensembles is rendered as the
background. When a road or a road group is highlighted in other
views, details of the roads are listed in the road detail view.

5. Evaluation

We conducted a case study on a real city-wise dataset. The traffic
flow dataset for our evaluation contains taxi trajectory logs from
a city in China for 30 days. It contains 1,253 roads and about
8,000 taxis. We set 15 minutes as the time step, yielding 2,880
time intervals. We adopt 88 different models from various types
(including the ARIMA, k-NN, and LSTM) with different parameter
settings to generate prediction results for the 31st day (96 time
intervals).

The mobility patterns of taxis, e.g., the spatial distributions
and temporal patterns, are relevant to the land use pattern in
an urban region. These relations are implicitly presented in the
data, and further influence the training of the prediction models
and the parameter sensitivity. In this case, we seek to study the
variances of the model stability in regions with distinctive land use
patterns. Based on the daily life experiences, we choose several
representative regions with different developments like shopping
centers, residential area, railway stations, and arterial roads shown
in the left side of Figure 1 (D). Generally, there are regional
variances in terms of the total flow volume. Compared to the
residential area, the other three types of regions have much larger
flow volumes, larger variances of flow volumes, and more branches
in the flow ensembles.

We further study the parameter sensitivity of prediction models
on a representative road of a region. The flow ensembles of all
prediction models for a main corridor near a railway station are
displayed in the right side of Figure 1 (D). It illustrates the results
generated by modulating different parameter configurations of
LSTM. It is shown that the number of neurons and the number
of layers have few influences on the results, while the window size
has a significant influence on the stability of the prediction results.

6. Conclusion and Future Work

In this paper, we propose a visual analytics approach for
analyzing spatio-temporal graph ensembles generated by traffic
flow prediction results. By tackling the features of space,
time, graph structures, and a variety of models, we conduct a
comprehensive analytical pipeline for presenting, exploring, and
comparing different patterns. A suite of visual design from multiple
perspectives is adopted.

One promising extension is to incorporate other data sources
such as traffic events, and other types of sensors or GPS logs
into the analysis process. Currently, our system can be used as

a validation tool for traffic flow prediction models. In the future,
model design components can be embedded into our system to
support online examination and design of models in an integrated
environment.
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