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Abstract
Geometric objects in educational materials are often illustrated as 2D line drawings, which results in the loss of depth infor-
mation. To alleviate the problem of fully understanding the 3D structure of geometric objects, we propose a novel method to
reconstruct the 3D shape of a geometric object illustrated in a line drawing image. In contrast to most existing methods, ours
directly take a single line drawing image as input and generate a valid sketch for reconstruction. Given a single input line
drawing image, we first classify the geometric object in the image with convolution neural network (CNN). More specifically,
we pre-train the model with simulated images to alleviate the problems of data collection and unbalanced distribution among
different classes. Then, we generate the sketch of the geometric object with our proposed bottom-up and top-down scheme.
Finally, we finish reconstruction by minimizing an objective function of reconstruction error. Extensive experimental results
demonstrate that our method performs significantly better in both accuracy and efficiency compared with the existing methods.
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1. Introduction

Many educational materials often contain illustrations of geomet-
ric objects which are drawn as 2D line drawings. Thus, a well-
developed system capable of reconstructing 3D geometric ob-
jects from 2D images would have great effects on helping peo-
ple,especially students, fully understand the geometric structure of
these objects [ZWT16b, GWZ∗17, ZWT16a]. In this work, we de-
velop a system to recover the depth information of the geometric
object from a line drawing image. Specially, our algorithm is ef-
ficient enough to run on mobile devices such as smartphones, as
shown in Fig.1. With our developed application, a student can se-
lect the geometric object from the PDF document as input image.
Then our algorithm automatically reconstructs the geometric object
in the background and returns the result. The application can dis-
play the reconstruction in 3D style from any perspective with the
user’s interaction, which improves the students’ mobile reading and
learning experience significantly.

In the past decade, numerous methods to interpret 2D line draw-
ing as 3D object have been proposed. Several early work adopted
some geometric regularities such as angularity, face planarity and
corner orthogonality [Mar91, SKT01, LL01, LF92]. Later, deduc-
tion [Var09,YF11,YF12] or divide-and-conquer strategies [CLT07,
ZYL14, XLT12] were used. These methods require the input to
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Figure 1: Illustration the geometric object reconstruction App. The
3D reconstruction result can be showed in any perspective.

be accurate and complete sketch of the line drawing. To recon-
struct the geometric object from the input line drawing image di-
rectly, [ZWT16b, ZWT16a] extracted sketches with conventional
image processing techniques, then reconstructed the geometric ob-
ject based on sub-graph matching. Although these methods can get
much better results, they still have limitations due to only using
hand crafted low-level visual patterns and heuristics rules.

In this paper, we propose a novel approach to reconstruct geo-
metric objects from a single input line drawing image. Given a line
drawing image, we first classify the geometric object by CNN. In
particular, we use a large set of simulated images combined a few
manually-collected images to train the CNN classifier, which im-
proves the classification accuracy. Then, we generate sketch of the
geometric object in a bottom-up and top-down scheme based on the
classification result. Finally, via the class label and sketch of the ge-
ometric object, reconstruction is done by minimizing an objective
function of reconstruction error.
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2. Proposed Method

The pipeline of reconstructing the 3D shape of the geometric object
in a line drawing image is showed in Fig.2. Firstly, we classify the
geometric object in the input line drawing image with CNN. Then,
we generate a sketch of the geometric object with our proposed
bottom-up and top-down scheme. We extract a contour sketch of
the geometric object in a bottom-up process, which consists of
three steps (Fig. 2(c1-c3)). Top-down strategy is applied to com-
plete the sketch based on the CNN classification result and contour
sketch(Fig. 2(c4)). Finally, we obtain the reconstruction result by
minimizing an objective function of the reconstruction error.

Class 

(c1) Contour 

generation

(c2) Lines and 

ellipses detection

(b) Geometric object 

classification with CNN

(c3) Sketch 

extraction 

(c4) Sketch 

completion
(a) Input (d) Reconstruction

Top-down Bottom-up

Figure 2: The pipeline of reconstructing a 3D geometric object.

2.1. 3D Model Database

Since our method is model-based, we pre-build a 3D model
database to aid our reconstruction. The 3D model database con-
tains 24 kinds of 3D models including 17 planar types and 7 curved
types such as cuboid and cylinder. It covers almost all the classes
of geometric objects that appear in our experimental dataset which
is collected from high school geometric educational materials.Each
model is controlled by a set of model parameters.

We use M = (A,V,G) to represent a 3D model, where A is the
set of model parameters, V is the matrix consisting of the 3D Eu-
clidean coordinates of the vertices and G is an undirected connected
graph denoting which two vertices are connected.

2.2. Geometric Object Classification

The first stage in our algorithm is geometric object classification,
which enables us to select a 3D model from the model database
that shares the same class with the geometric object illustrated in
the input image. We do the classification using a CNN based on
the ResNet50 architecture. Training a CNN, however, requires a
large amount of data for high accuracy. But data collection is a
time-consuming and labor-intensive work. Besides, the distribution
among different kinds of classes of the collected data is very un-
balanced. In order to alleviate these problems, we train our CNN
classification model by using simulated images together with our
small manually-collected dataset. We train CNN classifier using
two strategies: (a) train a model only on manually-collected dataset;
(b) we pre-train the model on simulated images first, then fine-tune
the model on the manually-collected dataset. We take the model
with the highest classification accuracy for geometric classification.

2.3. Sketch Generation
2.3.1. Bottom-up Process of Contour Sketch Extraction

As shown in Fig.2(c1-c3) , the bottom-up process of contour sketch
extraction consists of three steps.

Contour generation. Several pre-processing steps are applied
to obtain the contour of the geometric object. First, we convert the
input line drawing image to gray-scale, and apply OTSU method
[Oht79] to get the foreground image. Next, we search for the con-
nected components of the foreground pixels and select the maximal
connected component since the contour of the geometric object is
contained in it. Finally, we generate the contour of the geometric
object by applying algorithm in [SA85] upon the maximal con-
nected component.

Lines and ellipses detection. With the contour of the geometric
object, we apply method in [LWT∗13] to detect lines and method
in [WHL∗15] to detect ellipses (the arcs in the contour can be com-
pleted as ellipses during the detection). For lines which are parallel
to others within a very small distance are likely to be the different
edges of the same line, some of them are removed.

Sketch extraction from the contour. To obtain the contour
sketch, we calculate the intersections of the detected lines and el-
lipses. The intersections correspond to the vertices in the sketch,
and the lines and ellipses are converted to the edges in the sketch.
We use Sc = (vc,Gc) to represent the contour sketch,where vc rep-
resents the 2D coordinates of the vertices of the sketch, and Gc is
the undirected graph denoting which two vertices are connected.

2.3.2. Top-down Process of Sketch completion

The bottom-up process usually doesn’t produce a valid sketch for
reconstruction stage. To solve the problem,we utilize a top-down
strategy to complete the sketch.

Problem definition. Based on the class (Cla) and contour sketch
(Sc) of the geometric object, we complete the sketch in a top-down
manner. It can be defined as a problem to maximize a posteriori
probability P(S|Cla,Sc) ∝ P(Cla,Sc|S)P(S), where S is the sketch
we aim to obtain.

Our goal of sketch completion contains two aspects: (a) complete
the undirected connected graph(i.e., GS) of S as perfect as possible;
(b) find out the 2D coordinates of the vertices(i.e., vS) of S. The in-
formation Gm provided by selected 3D model M = (Am,Vm,Gm)
and information provided by contour sketch Sc = (vSc ,GSc) is help-
ful for sketch completion. In this sense, the posteriori probability
can be converted to P(S|Gm,GSc ,vSc) and the maximum problem
can be defined as following:

max
S

P(Gm,GSc ,vSc |S)P(S). (1)

Let E(Gm,GSc ,vSc |S) =−logP(Gm,GSc ,vSc |S),E(P(S)) =−log(P(S)).
Then maximizing (1) is equivalent to:

min
S

(
E(Gm,GSc ,vSc |S)+E(P(S))

)
. (2)

Corresponding with the goal of sketch completion, the first term
E(Gm,GSc ,vSc |S) in (2) is designed according to the following two
principles: (a) GS should contain GSc and be as close as possible to
Gm; (b) vS should match with the 2D coordinates in the input line
drawing image as much as possible. To the second term E(P(S)) in
(2), we observe that once the number of vertices of a sketch is de-
termined, the more vertices whose degree is larger than 2 the sketch
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contains, the more likely the sketch corresponds to a geometric ob-
ject. So it is reasonable to define E(P(S)) by the number of vertices
whose degree is not larger than 2 in the sketch. Considering all the
above together, the sketch completion process is converted to:

min
{GS,vS}

(
λv

nV

∑
k=1

∥∥(vS,k− vSc,k)
∥∥2

+λv

nL

∑
j=1
|(θl j −θl j′ )|

+λGdis(GS,Gm)+λGdis(GS0 ,GSc)

+λp

nVS

∑
i=1

I(vi)+λd

nVS

∑
i=1

I(di ≤ 2)
)
,

(3)

where λG, λv , λp and λd are the corresponding weights for each
term, nV is the number of vertices in the contour sketch, l j and
l j′ are the jth pair of edges that are expected to be parallel in 3D
geometric object, θ is the angle of the line in the image line drawing
which corresponds to an edge in the sketch, nL is the number of
parallel lines pair in the 3D geometric object, nVS

is the number of
vertices in S, and I is the indicator function whose value is set to 1
when the 2D coordinate of vi is determined, or otherwise is set to
0. di is the degree of the ith vertex vi.

Solution to (3). Finding the optimal solution to (3) is not a trivial
problem, but we can simplify it by initializing S with Sc, therefore
setting the second and the third term in (3) to zero. Then, we iter-
atively update S by completing GS and finding out the coordinates
of the newly added vertices in GS based on the parallel projection
constraint, as shown in Algorithm 1.

Algorithm 1 Sketch completion

Initialization: initialize S with Sc, S0 = Sc, (i.e., G0
S = GSc ,

v0
S = vSc ); t← 0.

1: Update Gt
S with the edges that should be connected to the ex-

isting vertices, t← t +1.
2: while |valuet

(3)− valuet−1
(3) |> ε do

3: for each (vh ∈Gm && vh /∈GS) do
4: Add vh and the corresponding edges to Gt

S to narrow
dis(GS,Gm);

5: Use parallel constraint to update vt
S;

6: Calculate the value of (3);
7: end for
8: Select the S with the smallest value of (3) in the last for loop

to update St , t← t +1.
9: end while

Return St .

2.4. Reconstruction

Reconstruction is the process of finding an instance of the selectded
model by minimizing the reconstruction error of an objective func-
tion. We define the objective function as the coordinate residuals of
the matched vertices of sketch and the selected model as following:

f =
nC

∑
k=1

∥∥K(RVik + t)− v jk
∥∥2
, (4)

where nC is the number of the matched vertices pairs, K =

(
100
010

)
is the parallel projection matrix, R is the rotation matrix, t is the

translation vector, and Vik , v jk are the corresponding coordinates of
the matched vertices, Vik from 3D model and v jk from sketch.

According to an orthogonal constraint of R, we convert the min-
imizing reconstruction error to an optimal problem as following:

Ã, R̃, t̃ = argmin
nC
∑

k=1

∥∥K(RVik + t)− v jk
∥∥2
, (5)

where Ã is the optimal vector of model parameters, R̃ is the optimal
rotation matrix, t̃ is the optimal translation vector, and RT R = I.

With the classification result, we select the model from the 3D
model database and apply VF2 algorithm [CFSV04] to find the cor-
respondence between vertices of sketch and selected model. Based
on the correspondence, we take 2D coordinates of the vertices of
the sketch and 3D coordinates of the vertices of the selected model
to the objective function. By adopting an alternative minimization
algorithm in [XLT12] , we obtain the final optimal values of A, R,
and t to generate an instance of the selected model in 3D style.

3. Experiments

We build two kinds of datasets for our experiments as described
as follows: The manually-collected dataset which is photographed
from high school geometry studying materials, contains 4858 line
drawing images, including 24 classes of geometric objects, 17 pla-
nar types and 7 curved types. We split this dataset into 4018 images
as training set and 840 images as testing set. To overcome the lack
of manually collected images and unbalanced distribution among
different classes, we generate the simulated dataset with 12000 sim-
ulated line drawing, 500 images for each class. Some examples of
reconstruction results are shown in Fig.3.

Figure 3: Reconstruction results of some planar and curved geo-
metric objects.

3.1. Methods Comparison

We compare with the most related methods: SGOR [ZWT16b],
CGOR [ZWT16a] and GO3R [GWZ∗17], and we utilize the same
accuracy metric with them, defined as: fa = |Fsuccess f ul |/|F|, where
Fsuccess f ul is successfully reconstructed (correct classification, cor-
rect contour sketch and small reconstruction residual) geometric
object set, and F is the experimental dataset.

Result and analysis. As shown in Table 1, the accuracy of
our method is higher than the others significantly. Since SGOR
and CGOR only use bottom-up process, inaccurate and incomplete
sketch increases the risk of failed reconstruction. Besides, they use
sub-graph isomorphism method to match the sketch with all models
in the database and select the best one, which means that multiple
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models may correspond to a same sub-graph but the select model
might be wrong. These two limitations mainly cause the low re-
construction accuracy and high time consuming. Our method, with
CNN classifier and sketch generation in a bottom-up and top-down
scheme, significantly improves the accuracy of geometric objects
reconstruction.

Table 1: Reconstruction accuracy and efficiency comparation.

Method Accuracy Speed (s/image)
SGOR 72.9% 19.881
CGOR 81.2% –
GO3R 85.2% 0.586
Ours 93.0% 0.467

3.2. Geometric Objects Classification Comparison

In this section, we compare the accuracy of geometric objects clas-
sification of our method with GO3R. We only compare classifica-
tion accuracy with GO3R because the other related methods (i.e.,
SOGR and CGOR) do not utilize geometric objects classification
before reconstruction. We also compare the accuracy of two train-
ing strategies for our method. The base net for geometric object
classification is ResNet50. Models are evaluated on the manually-
collected testing set. Two strategies are utilized to train the model:
(1) only on manually-collected training set; (2) pre-train on simu-
lated dataset and fine-tune on manually-collected training set.

Table 2: Mean classification accuracy comparison.Our-1 and our-
2 denotes donates two different training strategies

Method Mean classification accuracy
GO3R 87.62%
ours-1 92.91%
ours-2 94.71%

Result and analysis. From Table 2 , we observe a) that our
method based on CNN with different training strategies both per-
form much better than GO3R, b) the model with pre-train and
fine-tune strategy performs better than the model only train on
manually-collected training set. Since GO3R use hand crafted low-
level visual patterns and heuristics rules for classification, which
will get wrong result when the input line drawing image is in poor
quality or the geometric object is relatively complicated. Besides,
the pre-train and fine-tune strategy alleviates the problem of data
collection and unbalanced distribution among the classes, improv-
ing the accuracy much more.

4. Conclusion and Future Work

An effective and efficient 3D reconstruction approach is proposed
for geometric objects from single line drawing images. The main
contributions include: (a) simulated images are used together with
the manually collected training data to train the CNN for geomet-
ric objection classification, alleviating the problem of dataset col-
lection and unbalanced distribution among different classes. (b) a
bottom-up and top-down scheme is proposed for sketch generation,
making full use of the classification result produced by CNN. Ex-
tensive experimental results demonstrate the proposed method can
achieve much better performance than the existing methods in both

accuracy and efficiency. In the future, we plan to explore the fea-
tures of geometric objects learned by our CNN classification net-
work and utilize them for sketch extraction.
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