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Abstract

This paper studies the problem of how to choose the viewpoint for taking good photographs for architecture. We achieve this

by learning from professional photographs of world famous landmarks that are available in the Internet. Unlike the previous

efforts devoted to photo quality assessment which mainly rely on visual features, we show in this paper combining visual features

with geometric features computed on the 3D models can result in a more reliable evaluation of viewpoint quality. Specifically,

we collect a set of photographs for each of 6 world famous architectures as well as their 3D models from Internet. Viewpoint

recovery for images is carried out by an image-model registration process, after which a newly proposed viewpoint clustering

strategy is exploited to validate users’ viewpoint preference when photographing landmarks. Finally, we extract a number of

2D and 3D features for each image based on multiple visual and geometric cues, and perform viewpoint recommendation by

learning from both 2D and 3D features, achieving superior performance over using solely 2D or 3D features. We show the

effectiveness of the proposed approach through extensive experiments.

Categories and Subject Descriptors (according to ACM CCS): I.3.m [Computer Graphics]: Computational photography—

1. Introduction

Modern digital cameras and smart-phones enable ordinary people
to take and store photographs easily today. At the same time, with
the rapid development of the Internet, the number of photos with
architectures that can be accessed is growing explosively. For ex-
ample, when people take a vacation trip, they usually want to take
some photos with architectures in the background, especially some
famous attractions. However, what makes for a visually-pleasing
good landmark photo is probably a common question shared by
novice photographers. Although people may give various answers
to it, there should be no doubt that viewpoint selection plays a cru-
cial role. However, choosing a good viewpoint when photographing
is not an easy task, especially for an unsophisticated photographer.
This quandary could be very much relieved if the picture-taker is
provided with an useful viewpoint recommendation tool. With this
in mind, we study here the relationship between viewpoint selec-
tion and the beauty of architecture photos.

Photo aesthetics assessment has been studied a lot in existing lit-
eratures. Many researchers devote their efforts on learning from
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visual features, including image compositional [LT08, DJLW06,
GLGW12], content [DOB11, LWT11, Dic85], and simplicity
[KTJ06]. Although considerable progress has been achieved, no
works are specifically designed for assessing architecture photos.
On the other hand, a number of works study the problem of view-
point selection for 3D models [MPLC11, PSTV10, MS09] and are
extended to various applications [LZH12,SGSS08]. Moreover, Bae
et al. proposed computational rephotography that allows photogra-
phers to take modern photos that match a given historical photo-
graph [BAD10]. Inspired by these studies, we set up a viewpoint
recommendation framework by learning from both visual and geo-
metric features of photos people rank high on the Internet.

We initiate our learning framework by collecting a set of pho-
tographs for each of 6 world famous architectures as well as their
3D models from Internet. Before stepping into the learning task,
we need first recover geometric information of each image. To this
end, we exploit Structure from Motion (SfM) to obtain a coarse
3D cloud model as well as a camera matrix of each photo under
the model. A registration process is performed to match the coarse
model with a pre-provided fine 3D model. Viewpoint of each input
image regarding to the fine model is further estimated by transfer-
ring its camera matrix under the coarse one based on correspon-
dence relationship.

To better justify the motivation behind our work of viewpoint
assessment and recommendation, we further conduct studies on
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users’ preference when photographing. To this end, we inspect the
viewpoints of all the images and check whether people are accus-
tomed to shoot at certain specific angles given a specific architec-
ture. This is achieved by a viewpoint clustering procedure in the
underlying geometric space. Considering that the viewpoint space
is essentially a Riemannian manifold with the structure of Matrix
Lie Group, we introduce a Riemannian metric to measure the prox-
imity between two viewpoints. Once the metric is defined, people’s
viewpoint preferences are successfully verified by K-medoids clus-
tering, which confirms our motivation.

Next, we focus our efforts on the task of viewpoint recommen-
dation, which is resolved by learning from visual and geometric
features as aforementioned. Specifically, for each of the landmark
photo sets collected, we first extract multiple 2D features by quan-
tifying various visual cues and knowledge of photo aesthetics, such
as color, HOG [DT05] feature, Rule-of-Thirds, etc. A number of
3D features describing the geometry of viewpoints, e.g. project
area, surface visibility, etc., are generated as well. To start the learn-
ing framework, we further conduct user study by asking the par-
ticipants to rank the goodness of training photos. With all these
prepared, we perform training using three learning algorithms with
ten-fold cross validation, selecting the best by comparing their per-
formance.

In addition, learning results on solely 2D or 3D features are
reported. It shows less comparative performance than the learner
using 2D and 3D features simultaneously, verifying the neces-
sity of considering both visual and geometric knowledge when
photographing. Finally, we conclude the learning framework by
demonstrating rendered images of mostly recommended viewpoint
of several 3D models.

In summary, the main contributions of this paper include:

• We propose a new framework for viewpoint analysis as well as
recommendation when photographing architectures. Promising
results are reported and high-quality viewpoint recommendation
are demonstrated.

• Users’ viewpoint preference is analyzed by a clustering process,
in which an effective distance measure is introduced to describe
the proximity of viewpoints. Results suggest that people tend to
share consistent viewpoint preference when taking architecture
photos, justifying the necessity of viewpoint recommendation.

• We extract multiple features based on various visual and geo-
metric cues, and investigate their effectiveness in describing the
quality of viewpoints. Most importantly, we propose to fuse 2D
and 3D features for the task of good viewpoint learning, achiev-
ing considerable performance improvement over learning from
solely 2D or 3D features.

A schematic overview of our system is given in Fig 1. The re-
mainder of this paper is organized as follows. Viewpoint recov-
ery and viewpoint preference analysis are introduced in Section 2.
Section 3 describes the features we proposed in both visual and
geometric aspects. We conduct experiments and compare with pre-
vious methods in Section 4. Section 5 shows our applications of
photograph assessment and viewpoint recommendation for users,
and Section 6 concludes the whole paper.

Figure 1: We first recover viewpoints for each photograph, then ex-
tract 2D and 3D features and collect preference for each image.
Next, we train a classifier to make viewpoint assessment and rec-
ommendation for users.

2. Viewpoint Preference Analysis

In this section, we investigate people’s preference of viewpoint se-
lection when photographing. We seek to verify that people share
consistent feeling of beauty if given images of specific angles of
an architecture. To achieve the goal, we first perform viewpoint es-
timation for all the images collected. Thereafter, all the viewpoint
parameters are stacked up together to form a geometric space. A
robust clustering procedure is further exploited to discover dense
clusters, which correspond to the viewpoints people used to shoot
at most frequently. Next, we show details of viewpoint estimation
and clustering in Section 2.1 and 2.2, respectively.

2.1. Viewpoint Estimation

To estimate the viewpoint of the input image set, we first apply
Structure from Motion (SfM) [BL05, W∗11] to construct a point
cloud model as well as compute the viewpoint of each given photo.
Although promising progress has been achieved in utilizing SfM
[SSS06], the obtained model is generally so coarse that it is diffi-
cult to directly extract valid geometric features for the subsequent
learning task. We thus match the coarse model with a provided fine
model and transfer the viewpoint estimated to effectively obtain
viewpoint knowledge under the fine model.

• Model Registration. After applying SfM algorithm on a set of
photos of a specific architecture model, we will get a point cloud
model as well as each photo’s camera matrix under it. But the
point cloud model is not suitable for geometry processing. It is
necessary to recover camera matrices under the 3D surface mesh
model.
Ideally, the point cloud model and 3D surface mesh model can
coincide after only scale, rotation and translation transforma-
tions. Considering xxx and yyy are the corresponding points on 3D
mesh model and point cloud model, respectively. Denoting c, R,
t as the scale, rotation and translation parameters, we have:

cRxxx+ t = yyy. (1)
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Figure 2: Registration process between the point cloud model and
3D surface mesh model. The first and second column represents the
point cloud model and the 3D surface mesh model, respectively. In
the third column, we render both of them after registration. For
these two examples, the transformed 3D surface mesh model coin-
cides with the point cloud model, which means that the registration
algorithm is effective.

With several corresponding points (xxx(i),yyy(i)) picked up interac-
tively, getting all transformation parameters by solving simulta-
neous equations is a feasible scheme. We solve it by using an
optimization-based method. The parameters c, R, t are selected
by minimizing the loss function:

argmin
c,R,t

n

∑
k=1

‖yyy
(k)− (cRxxx

(k) + t)‖2. (2)

Figure 2 shows the registration process between point cloud and
3D mesh model, seeing that the model registration algorithm is
simple and efficient.

• Transformation Transferring. So far we have known the trans-
formations between these two models and every photo’s camera
matrix under the point cloud model. Supposing that R′ and t′ are
one photo’s external camera parameters under the point cloud
model, zzz is a point PPP’s position under camera coordinate system,
try to transfer these relationships:

zzz = R
′
yyy+ t

′, (3)

where yyy is point PPP’s position under point cloud model coordinate
system. Substitute Eq.(1) in Eq.(3) to obtain:

zzz = cR
′
Rxxx+(R′

t+ t
′). (4)

The coordinate transformation from a point in 3D mesh model
coordinate system (xxx) to a point in camera coordinate system as
Eq.(4), which means the photo’s rotation and translation param-
eters are cR′R and (R′t+ t′), respectively.

2.2. Viewpoint Clustering for Preference Analysis

Given a set of photos, we estimate their viewpoints regarding to
the provided 3D model as described above. Now, we study whether
people tend to shoot at some specific angles when standing in front

of an architecture. We achieve this by performing a clustering pro-
cedure in the underlying geometric space.

A photo of an architecture may be regarded as a visual experi-
ence by looking at the model of the architecture from a specific an-
gle and holding on at a certain point. More formally, it is to project
the model of the architecture with a model-view matrix and a pro-
jection matrix. As the two matrices together determine the content
of a photo, the model-view matrix records various parameters about
camera, including position, orientation, etc., and plausibly domi-
nate the viewers’ sense of viewpoint for a model. The projection
matrix, on the other hand, contains information about the projec-
tion plane, imposing more influence on the size of the architecture
presented in the photo. Therefore, we focus on model-view matri-
ces recovered from the given photo set for analysis of viewpoint
preference.

We stack up all the model-view matrices together to form a
viewpoint space. Notice that this is in essential not a vector space,
in which Euclidean distance metric is embedded. Moreover, it is
one kind of matrix Lie groups, equipped with the structure of ana-
lytic Riemannian manifold. Unlike existing approaches relying on
heuristic metric, e.g. homography overlap distance [WL11,WL13],
to describe the viewpoint similarity among photos, we introduce a
Riemannian metric that specifically designed for matrix Lie groups
[Ros02] to define the distance between two model-view matrices,
and thus better measures the viewpoint proximity of two photos.
More formally, given two model-view matrices x and y, it is de-
fined as

d(x,y) = ‖log(x−1
y)‖F , (5)

where ‖.‖F denotes the Frobenius norm of a matrix.

With distance metric defined above, we perform K-medoids clus-
tering for viewpoint preference analysis. More sophisticated clus-
tering algorithm, such as Mean-shift clustering, can be applied
here. We choose the classical K-medoids algorithm with K = 15,
considering its simplicity and being easy to implement. Moreover,
it suffices to show that people often share consistent viewpoint pref-
erences when photographing architecture in our experiments, as
illustrated by Figure 3. This is in compliance with our common
knowledge and justifies the necessity for viewpoint recommenda-
tion.

3. Proposed Features

In this section, we introduce the 2D visual and 3D geometric fea-
tures extracted for the learning task. We describe 2D features first
and 3D features next.

Visual features. We extract various image features concerning
image appearance, local structure, composition, etc. More specifi-
cally, it includes:

• vHOG: HOG (Histogram of oriented gradient). HOG is used to
describe the shape context of architecture for different view-
points.

• vcolor: Color entropy and distribution. Color features are defined
by making a statistics of every pixel’s RGB value in a photo. To
reduce noise and minimize computation, we quantize the red,
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Figure 3: Result of our k-medoids clustering with the distance de-
fined on Lie groups. Besides, some represented clustering photos
were showed.

green and blue channels into 8 values. Then we can get a his-
togram with 512 = 83 bins. With this histogram we can make
two kinds of computation: Entropy of histogram and Distribu-
tion of histogram:

ce = ∑Pi logPi, where Pi =
H(i)

∑H(i)
,

cd = 1−∑P
2
i , where Pi =

H(i)

∑H(i)
,

(6)

where H is the histogram, and is normalized to unit length, ce and
cd represent color entropy and distribution, respectively. These
features try to identify the difference in the color palette between
different viewpoints.

• vhue: Hue count. We calculate the hue count of an image as
follows. Color images are converted to its HSV representation.
We only consider pixels with brightness values in the range
[0.15,0.95] and saturation s > 0.2. A histogram with 20 bins is
computed on the good hue values. Let m be the maximum value
of the histogram:

m = max
i

H(i),

N = {i | H(i)> αm}.
(7)

In this equation, α = 0.05 controls the noise sensitivity of the
hue count:

vhue = 20−‖N‖. (8)

The smaller the value is, the more colorful the photo of viewpoint
becomes.

• vrule: Rule of Thirds. This feature is applied to optimization of
composition work [LCWCO10, ZWH13], and gets a pretty re-
sult. We refer the readers to [LT08] for details. Rule of Thirds is
used as a guideline for salient regions’ positions to take a good
photo.

• vbright ,vcontrast : Brightness and Contrast. Brightness and Con-
trast are low level features [KTJ06]. Besides, professionals rec-
ognize that contrast and brightness could be quite different be-
tween different viewpoints.

Geometric features. There are lots of features about viewpoint

selection for 3D model. We extract them including: area, silhouette,
depth, surface curvature, angles and some empirical rules.

• garea,gsur f ace: Project area and Surface visibility. Project area
computes the projected area of the model in the image plane as
a fraction of the overall image area. Surface visibility is defined
as the ratio of visible surface area in a particular view to the total
surface area of an object [PB96]. They are related to the area of
the shape as seen from a particular viewpoint.

• gsl ,gsc, and gsce: Silhouette length, Silhouette curvature and Sil-

houette curvature extrema. Silhouette length defines the overall
length of the object’s silhouette in the image plane. Silhouette
curvature is introduced as an attribute and generate significant
information to the viewer [Fel05, VBP∗09]. Moreover, silhou-
ette attributes are believed to be the first index into the human
memory of shapes.

• gdm,gdd : Depth max and Depth distribution. gdm is defined as
the maximum depth value of any visible point of the shape.
Depth distribution is introduced to encourage a broad, even dis-
tribution of depths in the scene [SLF∗11]. Besides, depth fea-
tures can help avoid degenerate viewpoints.

• gmc and ggc: Mean curvature and Gaussian curvature. Surface
curvature is assumed related to the shape’s semantic features.

• gap: Above preference. People tend to prefer views from slightly
above the horizon [BTB99], thus this attribute is computed to
value the preference of viewpoint.

gap = G(φ;
3π

8
,

π

4
), G(x,µ,σ) = e

−(x−µ)2

σ2 , (9)

where φ is the latitude with 0 at the north pole and π/2 at
the equator, and G is the non-normalized Gaussian function
exp(−(x− µ)2/σ2).

• gouter: Outer points. When we take a photo of a famous scene, we
always want to take a picture including the whole architecture.

gouter =
∑i∈Outer

∑i∈all
, (10)

where i is the point on 3D model. It computes the ratio of points
out of photo and all points in 3D mesh model.

• gangles: Axes angles. Typical computer graphics models gener-
ated by CAD or acquisition processes do indeed have a stored
model axis x,y and z. For a given viewpoint, after applying
Model-View transformation on these three axes, we can get
xm,ym and zm in camera coordinate system. gangles is a 9-
dimension vector defined as:

gangles = 6 (a,b), (11)

where a ∈ {xm,ym, zm} ,and b ∈ {xc,yc, zc}, {xc,yc, zc} are cam-
era’s axes under camera coordinate system.

• gball : Ball coordinate. In a traditional 3D scene, camera’s posi-
tion will also affect user’s preference. We take the camera’s ball
coordinate as camera’s position in the architecture’s model coor-
dinate system described as [r,θ,φ], and we take gball = [θ,φ] as
features for a given viewpoint.

4. Experiments

We perform the comparative experiments on a set of photographs
taken from each of 6 world famous architectures as well as their
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Figure 4: Performance of different classifiers on photos. As we can
see, the result of combining 2D and 3D features performs better.

3D models. Totally, we collect 2371 photos from Internet. We also
perform user studies on the Amazon Mechanical Turk (AMT) by
asking the users to score each photo from 1 to 5, where 1 and 5
indicates the worst and best viewpoint of corresponding landmarks
respectively. Each photo is scored 20 times by different users to
avoid scoring bias, with the average score defining the viewpoint
goodness of a given photo. To conduct training more effectively,
we further rule out some of the photos that have conflict scores
(with most of the users’ score 1 or 5 and average score around 2.5)
and thus encourage the trainer to learn from photos with unanimous
score.

We choose three different learners, namely Bayes classifier,
SVM classifier with RBF kernel and Ensemble learning with ran-
dom forest containing 80 trees, to train the learning models and
compare their performance. All the learners are trained with ten-
fold cross-validation. We train each learner on solely 2D visual
features and 3D geometric features as benchmarks and compare
them against the learners fed with 2D-3D mixed features, which is
obtained by concatenating the visual and geometric feature vectors
of each photo.

Overall performance comparison of all three learners is reported
in Figure 4. Basically, all learners trained on 2D features achieved
comparable performance while the SVM and Ensemble learner ob-
tain smaller error rates against Bayes learner when dealing with 3D
and 2D-3D mixed features. Between the former two learners, En-
semble learner outperforms SVM with a very small margin. More
importantly, learners trained with both visual and geometric fea-
tures achieve consistent superior performance over that trained with
either 2D or 3D features, no matter what type of classifier is used.
Figure 5 shows the performance of applying SVM on combined
features. We can see that using features combined with 2D and
3D will surely improve the performance of the classifier. Figure 6
presents several exemplar photos with good and bad viewpoints
evaluated by the Ensemble learner with mixed features, showing
the effectiveness of the proposed approach.
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Figure 5: Comparison of SVM classifier performance with differ-
ent type of features. Combining visual features and 3D geometry
features under photo’s viewpoint improves the classifier’s perfor-
mance efficiently.

5. Applications

Given an architecture model and its corresponding photographs,
our system can utilize both visual features and geometric features to
make viewpoint assessment and recommendation for users. More-
over, our system can also make viewpoint evaluation if given a sin-
gle architecture model. To achieve this, we uniformly sample 1024
viewpoints in a limited range around the input model and render
images of it from each viewpoint. The sample range starts from
the ground to a certain height level, covering the viewpoints peo-
ple likely to shoot at. We then evaluate the viewpoint goodness of
each rendered image with the Ensemble learner. We plot the heat
map of recommended viewpoints for an input model as well as two
exemplar highly recommended viewpoint images in Figure 7. As
illustrated, the right-front side dominates the best viewpoints of the
little house model.

Figure 7 shows the application of automatic viewpoint recom-
mendation for a virtual 3D scene.

6. Conclusion, Limitations and Future Work

In this paper, we propose to combine both visual features and geo-
metric features to make viewpoint assessment and recommendation
for users to take a good photograph of architecture, which leads to
superior performance against learning from solely 2D or 3D fea-
tures. Besides, we also conduct studies on users’ preference when
photographing to verify people’s viewpoint preference when pho-
tographing.

Limitations and Future Work. In the future, we plan to im-
prove our approach in the following aspects. First, our current sys-
tem requires users to provide a fine 3D model for an input architec-
ture, which may limit the application of the proposed framework.
Second, since not all the handcrafted features are as effective as ex-
pected, we seek to try more sophisticated feature extraction strat-
egy, e.g., deep learning. Finally, we may also exploit Label Distri-
bution Learning (LDL) to give users more assistance for viewpoint
recommendation.
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Figure 6: Exemplar photos with good (top row) and bad (bottom
row) viewpoint evaluated by our Ensemble learner with 2D-3D
mixed features.

Figure 7: The heat map of our recommended viewpoints for a given
model, as well as two recommended viewpoints in the second row.
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