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Figure 1: Comparative analysis of data visualizations tailored to artificial user personas. The first column showcases the original visualiza-
tion set, while subsequent columns display customized versions for Personas 1 through 6.

Abstract
Data visualizations aim to enhance cognition and data interpretation. However, individual differences impact visual analysis,
suggesting a personalized approach may be more effective. Current efforts focus on the study of generating visualizations with
Large Language Models, lacking the user personalization component. This project explores using such models, specifically
GPT-4, for modifying data visualizations to tailor to individual user characteristics. We developed a study to test GPT-4’s
ability to generate personalized visualizations. Statistical analysis of our results shows that for some personas, GPT is effective
at personalizing the visualization. However, not all personalizations led to statistically significant improvements, suggesting
variability in the effectiveness of LLM-driven personalization. These findings underline the importance of further exploring
how personalized visualizations can best meet diverse user needs.

CCS Concepts
• Human-centered computing → Visualization design and evaluation methods; Information visualization; User models;

1. Introduction
One of the main goals of data visualizations is to enhance human
cognition and assist in processing large amounts of data. How-
ever, recent studies have revealed that the process of visual analysis
differs between individuals [Ott20]. Individual differences in cog-
nitive abilities, personality traits, and experiences shape how one
perceives and processes visual information, often measured by out-
comes like users’ accuracy, speed, and attention when performing
tasks (e.g., [CCTL15,COSM20,OCZC15]). This indicates that per-
sonalizing visualizations to meet specific needs and preferences of
users can be advantageous given that a one-size-fits-all approach
may not be optimal.

The field of user-adaptive visualizations studies how visualiza-
tions can adjust to the characteristics and inclinations of individual
users [CCTL15]. Prior work provides evidence on how adaptation
can enhance the overall effectiveness of the visual analysis process
(e.g., [LWC20]), reduce cognitive overload [ZK09, PYO∗13], and
improve data discovery rates [MHN∗22].

Acknowledging the opportunity to enhance the visual analy-
sis process, we explore the capacity of a Large Language Model
(LLM), specifically GPT-4 [AAA∗23], to generate visualizations
that go beyond general charts by making modifications tailored to
the individual’s unique lens.
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Our study aims to harness the power of GPT-4 to modify data
visualizations customized to user traits. Specifically, our research
question explores whether GPT-4 can successfully create visualiza-
tions that are tailored to the unique combinations of individual char-
acteristics of different user profiles. We also investigate how these
AI-generated visualizations compare to original untailored ones in
terms of aligning with the needs of diverse user personas. Thus, this
work’s contributions are twofold: firstly, it demonstrates the practi-
cality of employing GPT-4 for the personalized generation of visu-
alizations. Secondly, it offers valuable insights into the limitations
and capabilities of GPT-4 in adapting to specific user requirements.
Although this proof of concept does not involve real-world users,
it lays the groundwork for subsequent empirical investigations that
can validate the effectiveness of personalized visualizations in real-
world scenarios.

2. Related Work

The exploration of LLMs in the domain of data visualization repre-
sents a burgeoning field of study, merging the intricacies of human-
centric design with the computational prowess of artificial intelli-
gence. In this section, we explore previous work on the effective-
ness of GPT-4 for generating visualizations from language queries,
performing visual analysis tasks, and creating grammar-agnostic
visualization.

Generating visualizations from natural language was investi-
gated by Maddigan & Susnjak [MS23], with Chat2Vis, a system
that converts natural language queries into data visualizations. It
leverages the capabilities of LLMs such as ChatGPT and GPT-3 to
address the challenges of ambiguous natural language, improving
the reliability and accuracy of visualization generation. This ap-
proach contrasts with traditional methods, offering a cost-effective
and efficient solution by reducing the need for tailored grammar
rules and specialized NLP tools. Lei Wang et al. [WZW∗23] in-
troduced LLM4Vis, a system for visualization recommendation
that leverages ChatGPT’s capabilities to provide natural and ex-
plainable recommendations. Unlike traditional machine learning
approaches that require extensive training datasets, LLM4Vis oper-
ates effectively in few-shot and zero-shot settings by using a small
number of demonstration examples to guide the model. Later, Li et
al. (2024) [LWA∗24], demonstrated the effectiveness of GPT-3.5 in
interpreting natural language queries to generate precise visualiza-
tion specifications. Employing Vega-Lite grammar and a compre-
hensive evaluation framework, their research not only underscores
the advanced capabilities of LLMs in surpassing traditional meth-
ods but also highlights the nuanced improvements achieved through
few-shot learning approaches.

Parallel to these advancements, Vázquez’s (2024) [Váz24] re-
search extends the application of LLMs to a broader spectrum of vi-
sualization tasks, probing the models’ versatility across different li-
braries and their adaptability in customizing visual representations.
This work illuminates the inherent potential of LLMs to cater to di-
verse visualization demands, yet it also surfaces critical challenges
in model flexibility and the depth of customization. Such insights
are invaluable in understanding the landscape of LLM-enabled vi-
sualization generation and setting the stage for further innovation.

In the context of tailoring visualizations LIDA [Dib23] provides

a pivotal shift towards automating the visualization generation pro-
cess by innovating the use of LLMs alongside Image Generation
Models to automate the creation of both grammar-agnostic visual-
izations and intricate infographics. This tool not only streamlines
the visualization process for novices but also sets a new benchmark
in the field by demonstrating the potential of AI in intuitively navi-
gating the complexities of data representation.

Our work builds on existing work by studying how visualizations
can be personalized to align with specific user characteristics. By
focusing on the interplay between user traits and visualization effi-
cacy, it aims to extend the utility of LLMs in creating user-tailored
visual representations of data. In doing so, it contributes a unique
perspective to the ongoing discourse, underscoring the importance
of user-centric approaches in the evolving narrative of data visual-
ization.

3. Study Design

Our study employs a two-part approach designed to scrutinize the
role of GPT-4 in generating user-centric visualizations. We first
simulate artificial user profiles, which involve crafting a series of
diverse, hypothetical user personas. These personas are equipped
with varied cognitive abilities, personality traits, and preferences to
mimic a broad user spectrum. We then provide GPT-4 with a cu-
rated set of visualizations which GPT-4 is tasked with adapting to
the user personas. Here, the model’s knowledge of visualization lit-
erature is put to the test, as it attempts to produce outputs that align
with the fabricated personas’ characteristics. In the sections below,
we describe the specific steps and parameters used in the study.

Selection of Visualizations. We selected an initial set of 25 vi-
sualizations from the Vega-Lite example gallery†, that ensured a
wide variety of chart types and complexities. Following initial test
iterations with GPT-4 to adjust visualizations based on user char-
acteristics, we excluded those prone to rendering errors. From the
remaining visualization, we selected 5 that represented common,
yet varied types of charts. They are: stacked bar chart, multi-series
line chart, radial plot, scatterplot with mean and standard deviation
overlay, box plot with pre-calculated summaries (see Figure 1).

Simulation of Artificial User Profiles. For this study, we simu-
lated a set of artificial user profiles, which the visualizations would
adapt to. We created these profiles intending to mirror the rich di-
versity of human traits and preferences in real-world scenarios.

Defining User Characteristics: drawing from previous work on
user-adaptive visualization literature, we chose to include in this
study a combination of the most studied long-term and short-term
characteristics. These characteristics have been identified as having
the highest impact on research in user-adaptive visualizations, mak-
ing them essential for developing comprehensive adaptation strate-
gies. Our selection is grounded in an extensive literature review,
focusing on characteristics that have been the most relevant to re-
search in user-adaptive visualizations. Table 1 contains a list of
these characteristics, each accompanied by multiple example refer-
ences where they have been studied in various contexts.

† https://vega.github.io/vega-lite/examples/
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Term Category Subcategory Values defined for this study
Cognitive Attention [WLMB∗14, AAGP23] Focused, Divided

Short States Confusion [AHM16, CAGM22] High, Low
Cognitive Load [AHM16, BWH∗23] Overloaded, Optimal

Personality Locus of Control [OCZC15, ARG∗20, SLC∗20, DAG22] Internal, External
Traits Need for Cognition [SLC∗20, LTC21] Low, High

Neuroticism and Extraversion (N&E) [ARG∗20, DAG22] Introverted, Extraverted
Cognitive Perceptual Speed [TCCH12, CLRT17, CLRT20, AAGP23] Slow, Fast
Abilities Visual Working Memory (WM) [TCCH12, CLRT17, CLRT20, AAGP23] Low Capacity, High Capacity

Spatial Ability [MDF12, CLRT20] Low, High
Long Experience/ Visualization Literacy [CLRT17, CLRT20] Low, High

Bias Data Expertise [TCCH12, AAGP23] Novice, Expert
Visual Color Scheme Bright Colors, Monochrome
Preferences Visual Complexity Simple, Complex
Demographics Age Youth, Adult, Senior

Color Perception Normal Eyesight, Color Blind
Language English, Spanish

Table 1: User characteristics and specific values included in this study, based on previous works related to data visualization.

Generating User Profiles: with the aforementioned user charac-
teristics, we meticulously synthesized ten multi-dimensional per-
sonas as shown in Table 2. These profiles were algorithmically cre-
ated with uniform randomness from the values per subcategory de-
fined for this study, ensuring diverse profiles.

We closely reviewed the ten artificial personas and selected six
that were significantly different from each other, eliminating any
that were too similar or had inconsistent traits. This careful selec-
tion aimed to cover a wide range of potential users, providing a
solid foundation for our tests an LLM to generate custom visual-
izations.

Visualization Adaptation Process. This process involved two key
steps: (1) providing tailored prompts to GPT-4 and (2) the au-
tonomous adaptations of visualizations by the model. Each chart’s
modification was guided by a comprehensive prompt, detailing the
user’s specific characteristics. The GPT-4 instance, leveraging its
vast knowledge base on information visualization literature, de-
cided on both aesthetic and data-driven changes that aligned with
user preferences.

The process was powered by OpenAI’s Chat Completion API
for the gpt-4-turbo-preview model (parameters used were a tem-
perature of 0.2 and top_p equal to 1), calibrated to generate visual-
izations using Vega-Lite specifications. The model was instantiated
with the following system prompt: "You are a helpful assistant and
an expert data analyst capable of creating or modifying data vi-
sualizations in the form of Vega-Lite specs. The modifications can
be on aesthetics as well as the information shown. Keep in mind
known best practices in information visualization." The model op-
erated autonomously within the defined system prompt constraints,
focusing on both aesthetics and data representation with a ground-
ing in best practices. This procedure was serial, treating each vi-
sualization instance as a unique task without leveraging historical
data, ensuring that each outcome was independently tailored to the
respective persona.

4. Experimentation and Evaluation

For the experimental setup, we utilized the OpenAI’s Chat Com-
pletion API, specifically the "gpt-4-vision-preview" model, with

its default parameters to evaluate both original and tailored vi-
sualizations, following a self-evaluation approach similar to prior
work (e.g. [Dib23]). This process involved creating ten different in-
stances of the model for each set of user characteristics—ensuring
that the Central Limit Theorem for the mean of their scores, over
the five different visualizations, can be applied—, and assessing
how well each visualization adapted to the given persona. This
methodology, akin to a between-subjects study, allowed for a con-
trolled comparison between original and tailored visualizations, en-
suring robustness through the replication of artificial personas to
accommodate the stochastic nature of LLM outcomes.

In our evaluation technique, we leveraged GPT-4 instances to as-
sess how well each visualization was personalized according to the
predefined user characteristics. Each persona was presented with a
visualization and asked to rate its adaptation on a scale from 1 (min-
imal adaptation) to 100 (optimal adaptation). The results included a
score and its rationale. The score enabled a direct evaluation of how
effectively each visualization aligned with the hypothetical user
profiles, providing a clear metric for gauging personalization suc-
cess without the need for additional subjective interpretation. The
comparison was rigorously conducted using scipy.stats’ T-test for
the means of two independent samples of scores for each persona,
as well as a comprehensive test across every persona, to identify
any significant effects attributable to the personalization process.

5. Results and Discussions

Statistical Analysis: The statistical analysis (T-test for the means
of two independent samples of scores for each persona with an as-
sumption of normality with equal variances) reveals a nuanced ef-
fect of personalization on visualization effectiveness as shown in
Table 3. For instance, the significant improvement in scores for
Personas 1, 5, and 6 (p-values < 0.05) underscores the GPT-4’s
ability to significantly enhance visualizations for users with dif-
ferent characteristics. However, the results for Personas 2, 3, and
4, with p-values well above the significance threshold, suggest that
personalization might not always lead to a statistically significant
improvement. This outcome, however, could be related to the mod-
ified charts being quite similar to the original one based on the
user traits. This mixed outcome invites further investigation into the
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Subcategory Persona 1 Persona 2 Persona 3 Persona 4 Persona 5 Persona 6
Attention Divided Divided Focused Focused Divided Divided
Confusion Low Low Low High Low High
Cognitive Load Overloaded Overloaded Optimal Overloaded Overloaded Optimal
Locus of Control Internal Internal Internal Internal External External
Need for Cognition High High Low High Low High
N&E Introverted Extraverted Introverted Extraverted Introverted Extraverted
Perceptual Speed Fast Fast Slow Slow Slow Fast
Visual WM Low Capacity High Capacity Low Capacity Low Capacity High Capacity High Capacity
Spatial Ability Low Low Low High Low Low
Visualization Literacy Low High Low Low Low High
Data Expertise Novice Novice Novice Novice Novice Expert
Color Scheme Monochrome Bright Colors Monochrome Bright Colors Monochrome Bright Colors
Visual Complexity Simple Complex Complex Simple Complex Complex
Age Senior Adult Senior Youth Senior Senior
Color Perception Color Blind Color Blind Normal Eyesight Color Blind Normal Eyesight Normal Eyesight
Language English Spanish Spanish Spanish Spanish Spanish

Table 2: Detailed breakdown of six artificially created personas showcasing a diverse range of user characteristics.

conditions under which LLM-driven personalization most effec-
tively meets user needs, potentially guiding future enhancements
in adaptive visualization technologies.

Discussion on Personalization: Our observations reveal the
LLM’s nuanced approach to personalizing visualizations, as shown
in Figure 1. For instance, for Personas 1 and 4, with low data and
visualization literacy as well as high cognitive load (Table 2), GPT-
4 simplified complex charts, such as transforming radial charts into
bar charts and removing extraneous details from the scatter and
box plots. Conversely, for Persona 6, with optimal cognitive ca-
pacity and high literacy, the model enriched the visualizations with
brighter colors and additional data elements like trend lines and leg-
ends. These adjustments underscore the LLM’s capacity to tailor
visual representations to accommodate the specific cognitive and
aesthetic preferences of diverse personas, showcasing a significant
stride towards more accessible and engaging data visualizations.

Discussion on Chart Complexity: Along with the score for each
visualization, we asked the artificial user to provide a rationale for
its answer. Despite instructions not to consider chart type prefer-
ences, GPT-4 often factored this into its scoring. Thus, traits with a
preference for high visual complexity or a high need for cognition
scored complex charts higher. At the same time, users with the op-
posite traits would argue that the modification was not as effective
because the chart type was still too complex for them.

ID µ0 s0 µ1 s1 t p-value
1 41.40 14.81 52.24 14.90 -3.65 2.12e-04
2 69.06 7.42 67.72 7.54 0.90 8.14e-01
3 41.82 14.72 41.10 8.53 0.30 6.17e-01
4 43.90 12.01 47.10 11.13 -1.38 8.50e-02
5 39.20 10.27 42.80 9.21 -1.85 3.40e-02
6 74.20 5.24 76.66 5.79 -2.23 1.41e-02

Overall 51.60 18.20 54.60 16.48 -2.23 1.71e-02

Table 3: Statistical overview highlighting the impact of LLM-
personalized visualizations on artificial-users scores, indicating the
significance of differences between original and tailored ones.

6. Limitations and Future Work

We recognize that the study design (i.e., focused on utilizing a fixed
set of user characteristics to simulate personas) inherently limits its
ability to grasp the full breadth of individual user preferences and
nuances. This constraint is further compounded by the artificial na-
ture of these personas, which, while instrumental for controlled ex-
perimentation, may not authentically replicate the complexity of
real-world user interactions. Similarly, this study does not consider
the specific analysis tasks that users would need to perform with
the visualizations, which can significantly impact the effectiveness
of the visual designs. In this sense, the user’s expertise level, partic-
ularly related to the task at hand, could affect the scoring process.
Moreover, while numerous user characteristics might offer valu-
able insights into user-adaptive visualization (e.g., visual acuity,
perception of contrast), it is not feasible to incorporate every poten-
tially relevant characteristic into a single study due to constraints on
scope and resources. However, expanding the scope of user charac-
teristics beyond the six personas could provide a more detailed and
encompassing understanding of diverse user needs.

Addressing these limitations by broadening the variety of chart
types and pre-training or fine-tuning the model with a deeper focus
on data visualization best practices and user characteristics’ impact
on interaction could substantially improve the project’s applicabil-
ity and impact. At the same time, future studies could aim to in-
corporate practical usage scenarios and user expertise to better as-
sess how personalized visualizations aid in real-world data analysis
tasks.

7. Conclusion
This research explores the domain of personalized data visualiza-
tion using GPT-4, demonstrating the potential of LLMs to tailor vi-
sualizations to user characteristics. Through the creation and evalu-
ation of artificial personas, this study highlighted both the capabili-
ties and limitations of current models in generating user-centric vi-
sual designs. Looking forward, integrating real user characteristics
and enhancing model training presents a promising path to more
effective personalized visualizations. This work lays a foundation
for future exploration, aiming to further bridge the gap between
user-centered tailoring and data visualization.
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