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Example 1: A visual introduction to machine learning
http://www.r2d3.us/visual-intro-to-machine-learning-part-1/

Example 2: The Beginner's Guide to Dimensionality Reduction
https://idyll-lang.org/gallery/the-beginner-s-guide-to-dimensionality-reduction

Example 3: t-SNE explained in plain javascript
https://observablehq.com/@nstrayer/t-sne-explained-in-plain-javascript

Example 4: Roads from Above
https://roadsfromabove.netlify.com/
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Explaining input records and features.
The progression is continuously 
represented.

Building the decision tree.
The progression of building the tree is continuously 
represented. The input has a supporting role.

Running the model with a training set and a test set.
Defined by the author, first the user can see how the 
training set is used to run the model. Then an input 
change has an effect on the output in an additional 
model run.
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A visual introduction to machine learning
http://www.r2d3.us/visual-intro-to-machine-learning-part-1/

The example follows a logic build up pattern structuring the explanation along the logical 
order of algorithmic execution.

http://www.r2d3.us/visual-intro-to-machine-learning-part-1/
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The Beginner's Guide to Dimensionality Reduction (1)
https://idyll-lang.org/gallery/the-beginner-s-guide-to-dimensionality-reduction

I1

O

L

I2

L

I3

Explaining the records and features used as input.
A snapshot of the input that will be used in an 
algorithm is presented.

Explaining the logic and output of the algorithm.
A simple model maps the input (in a supporting role) 
to the output. The text also includes an overview of 
the logic used.

Explaining the logic of the algorithm.
The input is still present in a supporting role, yet in 
this case the output is not related to the algorithm. 
The focus is on the textual explanation of the 
algorithm.

https://idyll-lang.org/gallery/the-beginner-s-guide-to-dimensionality-reduction
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The Beginner's Guide to Dimensionality Reduction (2)
https://idyll-lang.org/gallery/the-beginner-s-guide-to-dimensionality-reduction
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Explaining the relationship between input and 
output.
A snapshot of the output can be modified by 
interacting with the input. Here, an optional 
interaction stage with the underlying mechanism 
enables inspecting it (as seen in the orange target 
above).

Explaining the logic of the algorithm.
Here it’s possible to explore different 
implementations of dimensionality reduction 
algorithms. Input is present in a supporting role, 
whereas interacting with the logic affects the output.

The story has a logic complexity build up pattern, where the complexity of the algorithm 
increases from 1D, a simple 2D and finally the choice between three implementations.

https://idyll-lang.org/gallery/the-beginner-s-guide-to-dimensionality-reduction
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t-SNE explained in plain javascript (1)
https://observablehq.com/@nstrayer/t-sne-explained-in-plain-javascript
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Explaining how the input affects the algorithm.
An interactive slider helps with a textual explanation.

Explanation of a parameter.
A textual snapshot represents the parameter.

A textual explanation of the logic of the algorithm.

https://observablehq.com/@nstrayer/t-sne-explained-in-plain-javascript
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t-SNE explained in plain javascript (2)
https://observablehq.com/@nstrayer/t-sne-explained-in-plain-javascript

O

L

I4

P

An interactive sandbox combining all elements.
Here, input and parameters can be modified with the 
sliders, while the resulting output is progressively
shown in the visualization. The lower graphic also 
contains an output related to the algorithm used –
the Cost function.

The story has a build up and sandbox pattern: all the elements are described progressively 
with snapshots, concluding with a sandbox area that allows readers to play around with the 
elements and see the computation of the results.

https://observablehq.com/@nstrayer/t-sne-explained-in-plain-javascript
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Roads from Above (1)
https://roadsfromabove.netlify.com/
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Explaining input and intermediate steps of the model.
In two visualisations the input imagery can be 
compared to different layers of the neural network.

Algorithm overview.
This part explains the basic idea of the algorithm, 
including input (photo imagery), logic (convolutional 
neural network) and the output (classification 
result). 

Comparing input and output.
A subset of the input pixels can be compared to their 
output classification in form of snapshots using an 
interactive swipe tool.

Explaining training set.
This part explains how the training data was 
generated and labelled.

https://roadsfromabove.netlify.com/
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Roads from Above (2)
https://roadsfromabove.netlify.com/
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The story follows an input-effect pattern, where each part of the story explains how the input 
influences other elements such as intermediate stages of the model logic or the model 
output. 

Comparing input and output.
Again, using an interactive swipe tool the user can 
compare the input imagery with the output 
classification (roads, non-road, low certainty) in the 
manner of snapshots

From input to output.
An animation shows which input pixels result in 
which output class. A use can follow the animation 
for the training set or can select a new test area 
interactively. The animation then scans the input 
imagery from top to bottom selecting sample 
locations, which move from left to right while being 
applied to a class (watch online!). Compare to the 
other parts the story this part is presented in a 
continuous way.

https://roadsfromabove.netlify.com/

