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Figure 1: Our interactive and explainable machine learning approach supports users in understanding, diagnosing, and refining personalized
recommender systems. The NewsRecXplain interface allows users to explain and customize news recommendations and contributes to
empowering them in contextualizing their filter bubbles. This overview figure depicts the interaction workflow.

Abstract

Social media and online platforms significantly impact what millions of people get exposed to daily, mainly through recom-
mended content. Hence, recommendation processes have to benefit individuals and society. With this in mind, we present the
visual workspace NewsRecXplain, with the goals of (1) explaining and raising awareness about recommender systems, (2) en-
abling individuals to control and customize news recommendations, and (3) empowering users to contextualize their news recom-
mendations to escape from their filter bubbles. This visual workspace achieves these goals by allowing users to configure their
own individualized recommender system, whose news recommendations can then be explained within the workspace by way of
embeddings and statistics on content diversity.

1. Introduction

The Internet has made it easier to distribute news articles to more
people than ever before. Given this abundance of data content and
digital objects, recommender systems (RSs) have become indispens-
able to keep readers engaged and manage the possible content over-
flow [KR12]. RSs are software tools and techniques providing sug-
gestions for an user to interact with [RRS15]. While they offer enor-
mous opportunities, they lack transparency and diversity, and pro-
vide little or no control in the generation of recommendations [HB-
MVH19]. Especially in an age where our reliance on digital infor-
mation has a palpable impact on our lives, it is crucial to make sure
such systems are not detrimental to specific individuals nor to soci-
ety as a whole [IN00, SLL21].

To mitigate possible detrimental effects of current RSs, mul-
tiple model design alternatives have been researched and pro-
posed [SBCH12, JCL⇤19]. However, beyond tailoring the recom-
mendation models, it is crucial to give users the agency to determine
how such models affect their news consumption. Hence, we argue
for a need to explain such models, including their characteristics and
parameter effects. This can facilitate bias mitigation and allow for
user control, customization, and empowerment. User control in rec-
ommendations of news articles has previously been characterized in
different ways, e.g., by expressing interest in certain topics [IGÖ15]
or by giving feedback on individual recommendations [JJN19].

In this paper, we present an interactive visual analytics approach
that allows users to (1) understand news recommendations through
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visual explanations of the recommended content; (2) steer the rec-
ommendation model by configuring a personalized profile and con-
trolling model parameters, i.e., facilitating the customization of the
RS; and (3) contextualize the configured model through setting it
into context to other possible configurations, empowering users to
take control of their filter bubbles. Rather than only giving users ex-
post explanations of recommendations, our work tackles the prob-
lem of explainability and transparency by raising users’ awareness
of how recommendation algorithms work and by giving them in-
teractive tools to steer the recommendations they get. We draw on
methods used in other systems to design representative RS models,
giving users an insight into the behavioral characteristics of RSs.

Overall, we contribute a conceptual description of the problem
space of explaining personalized news recommendations through
visual analytics; a system implementation of the proposed concepts
in the form of NewsRecXplain, a visual workspace for explanation
customization, and empowerment; lastly, a discussion of usage sce-
narios and research opportunities based on our proposed approach.

2. Related work

We describe related work from three different points: RSs, explain-
able RSs, and visualization of RS processes and results.
Recommender Systems–We categorize RSs methods into three
main recommendation principles: collaborative filtering, content-
based filtering, and popularity-based filtering. Collaborative filter-
ing RSs leverages the ideas that users who agreed in the past will
also agree in the future and that users will like similar items as
liked in the past [SK09]. Content-based filtering RSs uses item de-
scriptions and profiles of user preferences to recommend similar
items that the user has liked in the past [PB07]. In the news do-
main, content-based filtering is widely used [KJJ18] given the spe-
cific domain challenges: recency [DDGR07], diversity [EHWK14],
or serendipity [KVW16]. Popularity-based RSs methods follow the
principle that item relevance can be defined by the assessment of
the frequency of the general item consumption. Accordingly, these
methods provide general recommendations to every user depending
on the item popularity [JGLA16]. We enable the user to adjust the
impact of all three these approaches in their recommendations. In
doing so, the user can familiarize themselves with widely used algo-
rithms normally used in news recommendation systems and under-
stand the strengths and weaknesses of the different approaches.
Explainable Recommendations–With the increasing number of
parameters needed to consider for generating good recommenda-
tions, developers are adopting deep learning techniques to scale the
above-mentioned methods. This entailed a decrease of trust in the
results and interpretability of the models. The idea of explainable
recommendations is to address this lack of trust and interpretabil-
ity. The possibility to explain why a specific recommendation is
prompted to the user is helpful as it can increase the trustworthi-
ness, effectiveness, and persuasiveness of the system [FZ11]. The
generation of explanations requires an in-depth characterization of
which methods to use [AHSSB22]. In RSs, the users can either ex-
plicitly invoke explanations when needed, or be automatically dis-
played by the system [FZ11]. Moreover, allowing control over the
recommendation can lead to a more customized, empowered, and
personalized experience [HBMVH19]. Two benefits of explainable
and controllable recommendations are to enable personalization
and customization [Bea14]. Personalization reflects how the infor-

mation that the system provides is aligned with the user’s individual
preferences. In contrast, customization refers to the amount of user
involvement in the process, e.g., to personalize recommendations.
By both implementing explainable and customizable recommen-
dations, NewsRecXplain gives users more trust in their recommen-
dations, empowering them via visualization [WAC⇤21].
Interactive Visualization for Recommender Systems–Research
at the intersection between RSs and interactive visualizations led to
exploring how visual interfaces can improve user interaction with
recommendation systems. Examples of works that have been devel-
oped in this intersection are: PeerChooser [OSG⇤08], SmallWorlds
[GOB⇤10], TasteWeights [BOH12], and Relevance Tuner+ [TB21].
PeerChooser and SmallWorlds visualize the inner logic of the col-
laborative filtering recommendations. TasteWeights and Relevance
Tuner+ provide an explanation for a hybrid RS by explaining how
the recommendation process works and by enabling the users to
elicit their preferences via a user interface. In the news recommen-
dation domain, NewsViz [KSZ20] provides the user with a visual-
ization of the category or source of online news by the use of a
treemap and enables the users to control their preferences by adjust-
ing the cell size of the treemap. In contrast, NewsRecXplain uses
a 2D visualization reflecting the internal structures of the embed-
dings of news articles, accompanied by an encoding of the different
new categories. Inspiring works on embedding visualization can be
found in [STN⇤16, KAKC17, LBT⇤17]. Additionally, NewsRecX-
plain uses statistics visualizations to report the diversity of recom-
mendations as well as the contributions of the three different meth-
ods included and combined in our approach (collaborative filtering,
content-based filtering, popularity-based filtering).

3. Personalized News Recommendation

This section describes the problem design space, specifically, the
users and their tasks, and the utilized data and models.

3.1. Users and Tasks

We tailored our approach to tech-savvy readers of online news arti-
cles, who are interested in understanding why specific articles were
recommended, and how they can achieve other recommendations,
measuring the effect of their filter bubble.

To address these needs, we designed NewsRecXplain as an inter-
active visual workspace, as described in Section 4. In concordance
with the interactive and explainable AI tasks (understanding, diag-
nosis, refinement) [SSSEA20], the workspace provides three func-
tionalities to the user:
1. Explanation: Explore the recommendation output characteristics

to raise the user’s awareness about the model’s decision-making
for their user profile.

2. Customization: Choose user profiles and steer the model param-
eters to control the RSs.

3. Empowerment: Contextualize the user’s customized models to
other configurations, enabling them to control their filter bubble.

3.2. Data

We used the Microsoft News Dataset (MiND) [WQC⇤20], a large-
scale dataset for news recommendation research collected from
anonymized behavior logs of the Microsoft News website. Over-
all, 45,463 news articles are provided with protocols of behavior for
29,572 users. The news article dataset includes the title and abstract
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(a) Methods control enables users to steer the
recommendation parameter impact.

(b) Memory function representation of the user’s
viewing history. Shape can be altered.

(c) Controls of three optimization objectives
for customizing the recommendation models.

Figure 2: Model customization components, enabling user control of the RSs to customize their recommendations and achieve individualization.

of each article and its categorization. The user behavior dataset in-
cludes a list of every recommendation served to a user, and whether
the specific user clicked on the recommendations. This unique com-
bination of articles as well as user history was essential for the pur-
poses of the models used (see Subsection 3.3).

The authors of the dataset extracted any named entity mentioned
in the news articles (for example persons and organizations) and
matched them with records in Wikidata. Wikidata provides informa-
tion on the relations between entities, which was used to generate
embeddings that encode the connections between entities in a high-
dimensional space [BUGD⇤13]. Closely connected entities are
clustered in this embedding space, while entities that don’t share
any commonalities are further apart, leading to a spatialization of
entities reflecting connectivity. We augmented the dataset in two
ways to make these embeddings usable for our purposes. First, the
news dataset. We built embeddings for every news article, using
the centroid of the embeddings of the entities they contain. Then,
to group articles within the same category together, we calculated
the centroid of the embeddings of news articles within each cate-
gory and concatenated it to the news articles’ original embeddings.
Secondly, we augmented the user dataset in order to evaluate user
similarity. This was done similarly to the news embeddings by as-
signing the centroid of the embeddings of the news articles in a
user’s viewing history as their embedding.

3.3. Models and Metrics

To generate the recommendations for NewsRecXplain, we present
an interpretable and customizable RS.

Recommendation Model The underlying model of the RS includes
and combines three types of models with hybrid principles:
• Content-based filtering: Recommending news articles most sim-

ilar to the articles already read by the user. Concretely, news ar-
ticles are ranked by the cosine similarity of their embeddings to
the user’s, i.e., the average embedding of their news history.

• Collaborative filtering: Recommending news articles read by
users similar to the current user. Similar users are identified using
cosine similarity between user embeddings. Then, articles popular
with the identified users are served for a recommendation.

• Popularity-based filtering: Recommending news articles most
popular among users. Concretely, news articles are ranked by the
number of times they were clicked on by users and by the ratio of
the number of clicks to the number of impressions.

Additionally, the weight assigned to each article in the user history
can be customized, as demonstrated in Section 4.

Model Characteristics Collaborative and popularity-based filter-
ing models can suffer from echo chambers effects–when the RS
only recommend content similar to what users have already viewed
before [NLJS20]–and popularity bias–when the more popular an ar-
ticle, the more recommended it gets. To mitigate this, we developed
the following optional objectives:
• Diversity: Constraining the model to recommend news articles

from different categories. Concretely, after each draw, the relative
probability of drawing again an article from the same category as
the one just drawn decreases by the percentage chosen.

• Exploration: Allowing the model to draw news articles with
lower scores as well. Concretely, probability weights used to
draw news articles are calculated using a logistic function on their
scores. A higher exploration score forces a flatter logistic curve,
and thus a more uniform probability draw across articles.

• Surprise: Requiring some randomness among recommendations.
Concretely, the chosen percentage of news articles is drawn at
random and placed at random positions in the feed.

4. NewsRecXplain Visual Workspace

The NewsRecXplain visual workspace consists of three components:
model configuration, explanation, and news recommendation. The
overall workflow and components are depicted in Figure 1.

The top component, the model configuration, can be seen in
Figure 2a. It supports the customization task, giving the user control
over the RS. Within this component, there are four elements.

Model Configuration The first
one allows users to control
which news articles are fed into
the RS as the user’s viewing his-
tory. Users can select between
three different profiles (sets of
user reading histories), whose
news categories they draw news
articles from, are the following: Athlete (football-nfl, basketball-
nba, soccer); Health Guru (fitness, healthy-living, weight-loss); and
Politician (news-world, news-politics, finance-news). The remain-
ing three elements facilitate customization of the different attributes
described in Subsection 3.3. In the second element (see figure Fig-
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Figure 3: Scatter plot of the first two principal components of news
article embeddings, colored by news categories. Red circles repre-
sent the news articles recommended by the model. In the example,
the recommendation is wide-spread across the 2D representation
of articles, beyond the personal bubble of an individual. One rec-
ommended news article is highlighted through tooltip functionality.
The bar chart depicts the contribution of the three recommendation
methods based on the hybrid principles of content-based, collabora-
tive, and popularity-based filtering.

ure 2a), the user can tweak the contribution of each method described
in Section 5, using a multi-slider. The third element (see Figure 2b)
is an interactive visual representation of the memory function of the
RS. The memory function is used to weigh older and newer articles
differently when selecting articles to recommend. If the memory
function is flat, the past articles are weighed equally with the newer
ones. If it is left-skewed, the newer articles are weighed more heav-
ily than the older ones. The user can then alter the shape of the func-
tion using sliders. In the last element, the user can control the three
model characteristics provided by NewsRecXplain.

Recommender Explanation The center component of the
workspace is the recommender explanation, which supports the user
task of explanation. This component facilitates the exploration of
recommendation characteristics, why a certain recommendation was
made, and the context for this set of recommendations. The first ele-
ment of this component is a bar chart showing summary statistics
on the number of news articles per category (see Figure 4). This
helps the user evaluate how the current model configuration affects
the diversity of the recommendation set. The second element is a
scatter plot of the first two principal components of news embed-
dings [AW10] (see Figure 3). As the news embeddings encode simi-
larity, the news articles close to each other in this visualization share
common named entities or categories (see Subsection 3.2). News
articles that are recommended by the current model configuration
are highlighted with red circles. If the set of recommended articles
is clustered together, this suggests that a filter bubble of closely con-
nected articles exists. Finally, when the user hovers over a recom-
mended news article, a tooltip view enables the user to gain insights
into article details. The bar chart allows assessing how much each
of the three recommendation methods contributed to the recommen-
dation of this article.

News Recommendation The bottom component of the News-
RecXplain workspace is the news recommendation. This takes
the form of a news feed, where the user can browse through
the set of recommendations (highlighted points in Figure 3)

made based on the model selec-
tion. With the news feed, the
user can assess the content of the
recommendation in detail, gain-
ing a better awareness of the
model’s decision-making. To-
gether, these three components
support the task of empower-
ment, as the user is capable of
both analyzing the recommendations and altering the model config-
uration to gain control of their filter bubble.

5. Usage Scenarios

We demonstrate the usefulness of our approach in two complement-
ing usage scenarios. These align with the three analysis tasks which
NewsRecXplain supports: explanation, control, and empowerment.

Raising Awareness through Explanations This usage scenario de-
scribes a user who aims to understand why they are receiving a set
of recommended news articles. For this purpose, they use the ex-
planatory power of NewsRecXplain. At the start, the user receives
a set of recommendations, visible in Figure 3. While browsing the
news feed, the user encounters an article that they would not expect,
given the history they entered in the profile selection Section 4. Curi-
ous about why that occurred, the user clicks on the article, revealing
the full article accompanied by a bar chart that demonstrates how
much each algorithmic method contributed. For the recommended
article, the user identifies that the user similarity contributes most
to the recommendation. Informed by this finding, the user explores
the projection-based view in Figure 3 further. The user identifies the
article and sees that it is an outlier within the other recommended
articles. Next, the user focuses on the bar chart showing the statisti-
cal distribution of articles per news category in Figure 4. The user
clearly identifies that sports and finance dominate the collection of
news articles. Informed by this finding, the user is inspired to diver-
sify their recommendations as they see that other users likely have
more diverse recommendations. The process enhances the user’s
understanding of the recommendations and their diversity. By an-
alyzing the characteristics of each recommendation, the user can
draw parallels with their encounters with other RSs as the contribu-
tions displayed in the bar chart are directly linked to the interactive
controls provided by NewsRecXplain.

Figure 4: Statistics showing the number of news articles per cate-
gory from the sample of recommended articles, to showcase the di-
versity of news recommendations.
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Developing a Customized Recommender System The second
usage scenario describes a process where the user controls the rec-
ommendation system, which aligns with their personal goals. The
user has a preference for entertainment and sports over other news
categories. The user starts by selecting one of the three profiles
(see Section 4) that match their interests the most, in this case, the
health-guru. This selection generates an initial set of recommenda-
tions. Using the similarity-preserving distribution of articles in Fig-
ure 3 and the distribution of articles across news categories shown
in Figure 4, the user assesses how relevant the recommended news
articles are with regard to their preferences. Using this approach,
the user evaluates whether the model draws articles from categories
they like and if the user also agrees with the range of topics. The
user identifies that, while the model draws from categories they like,
they would want to also see others, for example, the “news” news
category. Following this, the user increases the contribution of the
popularity-based filtering in Figure 2c as they have, by analyzing
the pie chart in Figure 3, observed that articles from the “news” cate-
gory tend to be recommended by popularity. The user also increases
the contribution of exploration in Figure 2c to expand the number
of categories served. Next, the user applies this customization-and-
effect analysis process iteratively and analyzes the individual sets of
recommendations received until the recommendations align nicely
with their goals and preferences. The user can use this exercise to
form an opinion on what they want from such a system, leading
to more empowerment, as demonstrated in the scenario.

6. Discussion

The use of explanations, control, and empowerment have been ex-
tensively discussed in the field of RSs. However, little attention has
been paid to how to use visualizations to facilitate both these steps.
This section describes the lessons learned from our approach, limi-
tations, and possible future research opportunities.
User Models and Profiles–Explanations are an increasingly im-
portant topic in all fields of human-AI interaction. For RSs, these
explanations focus on transparency, scrutability, trust, and in some
cases, persuasion. For news recommendations specifically, the con-
cept of self-actualization has recently gained interest. This concept
supports users in understanding and exploring their user models and
changing them towards their preferred ones. Visualization can sup-
port this process by providing visual metaphors for user preferences
and other user models. In NewsRecXplain, the user can choose be-
tween three stereotypical user profiles to see the effects this has on
the set of recommendations, visualized as a bar chart topic distribu-
tion and a projection scatter plot of all news articles with highlights
on the recommended ones. Future research could allow users to vi-
sualize stereotypical user models to let them choose which would fit
their self-actualization goals.
Control and Effect–Many studies [JJN19, JTHV20] have shown
that users appreciate the ability to interact with RSs, either for ex-
plorative purposes or to control the output of the systems. Such con-
trol can be provided at the data level (explicit user profiling), dur-
ing the recommendation process (model parameters), or at the rec-
ommendation itself (critiquing or rating). However, these controls
are hard to use without feedback on their actual impact on the sys-
tem. Visualizations can support the interactive process by providing
responsive effect visualizations for each interaction. In NewsRecX-
plain, we use a three-point slider in the control interface to steer the

importance of recommendation features. The three recommendation
components are fed back to the user in each recommended item as a
bar chart. This way, control, and effect are visually connected. Ad-
ditionally, model parameters and outcome metrics are configurable.
Adequate visual metaphors for the effect of these parameters within
the actual recommendation are one opportunity for future research.
Personalization Challenges–Using personalized news RSs has
many potentially dangerous side effects, such as filter bubbles, echo
chambers, discrimination, and popularity bias which are due to miss-
ing diversity, novelty, and serendipity. Visualizations can counteract
these effects by empowering users to see the global and local con-
text of the recommendation they are currently receiving. In News-
RecXplain, we use the distribution of topics as a first and straight-
forward visual hint into lacking diversity. Additionally, we contex-
tualize the set of recommended items within the whole spectrum
of available options. These are the only two visual metaphors that
are quick and easy to understand without interfering a lot with the
users’ reading experience. More advanced visualizations would be
needed to include historic reading behavior and comparison among
different user clusters.
Model Limitations–NewsRecXplain is a first step toward using vi-
sualizations in personalized news RSs. Since this is a visualization-
focused work, some underlying algorithmic solutions are still lim-
ited. The use of simple embedding and similarity metrics should be
replaced by state-of-the-art topic modelling techniques and similar-
ity metrics derived from the actual interpretable recommender al-
gorithms. Similarly, the performance of the chosen recommender
algorithms was not optimized or evaluated on a benchmark for this
work. In the future, it could be improved with the standard evalua-
tion method of the MiND challenge for accuracy and ideally also
for diversity, novelty, and fairness metrics.

In Section 2, it was noted that explainable recommendations lead
to a more trustworthy and effective experience. Allowing users to
control their recommendations also empowers them. Future research
should assess this combination for news recommendations and com-
pare different clustering techniques like t-SNE and UMAP to the
principal component approach used in this work.

7. Conclusion

We have presented NewsRecXplain, a web-based interactive visual
workspace for explainable personalized news recommender systems.
The personalized recommendation system includes the three hy-
brid principles of collaborative filtering, content-based filtering, and
popularity-based methods, with user controls to enable users to tune
the contribution of each. Users can further adapt the recommenda-
tions of NewsRecXplain towards individual preferences according
to three objectives: diversity, exploration, and surprise, each interac-
tively controllable. We support common user requirements for in-
teractive recommender systems such as explanation, customization,
and empowerment with different visual metaphors. Three usage sce-
narios demonstrate how each of these visual features can be utilized.
Finally, we discuss future research for visualization components in
explainable personalized news recommender systems.
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