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Figure 1: Major stages in our Congnostics system: Visual feature extraction for doubly time series, K-means clustering on the visual space,

and dimensional reduction using UMAP.

Abstract

In this paper, we propose an analytical approach to automatically extract visual features from doubly time series capturing
the unusual associations which are not otherwise possible by investigating individual time series alone. We have extended the
visual measures for 2D scatterplots, incorporated univariate time series analysis, and proposed new visual features for doubly
time series plots. These measures are discussed and demonstrated via visual examples to clarify their implications and their
effectiveness. The results show that distributions, trend, shape, noise, among other characteristics, can be used to uncover the

latent features and events in temporal datasets.

1. Introduction

Visual analytics is the science of analytical reasoning facilitated by
interactive visual interfaces [CTO05]. This analytical science pro-
vides the reasoning framework upon which tools and techniques
are built based on cognitive and perceptual principles [PT04]. In
other words, the human is the center of the analytical reasoning and
decision-making processes. An example of such visual analytical
reasoning is the Scagnostics [WAGOS], which aims to capture the
shape, density, correlation, and texture of data point distributions
in a 2D space. These visual characterizations are computed based
on the proximity graphs that are all subsets of the Delaunay trian-
gulation: the minimum spanning tree (MST), the alpha complex,
and the convex hull. These proximity graphs can be considered as
the backbone analytical processes for producing visual features that
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capture users’ interests in analyzing the 2D scatterplots. Scagnos-
tics measures are designed to handle multivariate data series that
are often found in financial sectors, social behaviors, biological ex-
periments, among other application domains [DW14b].

Scatterplots present the data distributions in 2D space but dis-
carding the temporal information of data points. Time series vi-
sualizations (such as line charts [DW13] or area chart [JME10])
focus on representing the temporal values of individual variables
while their associations are not trivially discerned (except the obvi-
ous correlations). Doubly time series uses connected scatterplots
to combine both information into a single view where consecu-
tive data points are connected by lines [HKF16]. It is important
to automatically capture the features of these connected lines for
large and high-dimensional data analysis. This paper fills this gap
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by extending the original scatterplot visual features implemented
by Wilkinson et al. [WAGO6] and adapts additional time-series fea-
tures in the context of 2D projections. Moreover, we extend higher-
level features, which are closer to users’ interests. These higher-
level features could be the combinations of the basic time series
and/or scatterplot features. We will demonstrate these higher-level
features through visual examples.

The contributions of this paper are three-fold:

e We propose an approach to characterize the visual aspects of
connected scatterplots, which allow the user to embed the tem-
poral information into the standard 2D data projections.

e We design an interactive system, called Congnostics, for visually
investigating doubly multivariate data series. The visualization
prototype provides summary views of the data and allows users
to narrow down the event of interest by filtering our proposed
visual features.

e We demonstrate our interactive interface on various contexts of
time-varying data analysis. The visual examples in this paper al-
low users to highlight the strength of analyzing doubly time se-
ries rather than investigating these time series alone.

This paper is organized as follows: The next Section presents re-
lated research in visual features as well as popular techniques for
time series analysis. Section 3 presents our visual characterization
in detail. Section 4 provides the architecture of our Congnostics in-
teractive prototype for visually mining the doubly time series data.
Use cases of Congnostics are demonstrated in Section 5. Lastly,
Section 6 concludes the paper and presents future direction.

2. Related Work
2.1. Time series analysis

A time series can be characterized by different measures, such as
trend, seasonality, and noise. Trend, especially monotonic trend,
can be detected effectively by nonparametric tests like Mann-
Kandall Test [Con71, Gil87]. Seasonality can be modeled by the
seasonal ARIMA model [PJB16], and there are many smoothing
methods for handling noise [MMB19]. These basic univariate fea-
tures are useful to detect latent events in large time series, which
has application in various domains of social and scientific appli-
cations [HS04, DW13]. A common method for analyzing the rela-
tions between two-time series is the cross-correlation. This method
computes the correlation coefficient, which is usually the Pearson
correlation, between a pair of time series at a certain time lags. The
time lag, or offset, indicates a delay in responding to the follower
series under the impacts of the leader series. The true-time lag is
the one at which the cross-correlation coefficient reaches its high-
est value [Cha96], and the two time series are most synchronized
at that time. To find the best alignment between two time series,
there is a typical technique, namely Dynamic time warping, which
computes the minimum distance between two sequences [Mul07].

2.2. Multivariate analysis and feature extraction

Multivariate analysis has a long and extensive history, including
statistical feature extraction [WWWO7] or dimensional reduction
methods, such as Principal Component Analysis [WEG87] and

subspace analysis [PHLO4, BGS07]. The Rank-by-feature tech-
nique [SS05] standard statistical summaries, such as means, stan-
dard deviations, correlations, etc., on bivariate distributions and
allows the user to explore the input data in 2D clustered projec-
tions. ScagExplorer [DW 14a] provides a comprehensive overview
of high dimensional data set by presenting typical pair-wise dis-
tributions after applying k-means clustering using Euclidean dis-
tance on their visual space. Nguyen et al. [NPTS17] propose Ex-
tended Frobenius norm [YS04] to replace Euclidean distance for
multivariate time series. A thorough review of feature extraction
techniques for multivariate data can be found in more recent re-
search [BTK11,SA15, AEMI11].

2.3. Scagnostics

Scagnostics (or Scatterplot Diagnostics) were designed to discern
meaningful patterns of data points in large collections of pairwise
projections. The nine Scagnostics measures are named Outlying,
Skewed, Clumpy, Dense, Striated, Convex, Skinny, Stringy, and
Monotonic. These features are computed based on the proximity
graphs that are all subsets of the Delaunay triangulation: the mini-
mum spanning tree (MST), the alpha complex, and the convex hull.
Figure 2 shows some example scatterplots and their Scagnostics.
In particular, each column contains three example scatterplots as-
sociated to a Scagnostics measure with different scores from low
to high. All Scagnostics are standardized on the unit interval. The
implementation of Scagnostics are described in detail in [WAGO06].
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Figure 2: Sample scatterplots and their Scagnostics measures:
Scatterplots with high scores on the associated feartures are on the
first row while scatterplots with low scores are at the bottom row.

3. Visual features for doubly time-series plot

We start with normalizing the input data and then compute our pro-
posed visual features on the 2D normalized space. In Congnostics
features, four are extended directed from the most applicable scat-
terplot measures [DW 14b] while others are extracted and extended
from the time series literature. The measures are standardized on
the unit scale for convenient comparisons across measures/series.
The coordinates (x;,y;) of doubly time series at each time point are
considered as vertices while the link between consecutive vertices
is considered as edges in our computations as follows.

e Outlying: The first visual feature that we concern in our list
is Outlying. Outliers are determined by box-plot rule [MTL78,
NIS13]. Then, the Outlying score is computed as the ratio of
the sum of all Outlying edge lengths vs. the total edge lengths
[WAGO6] of the doubly time series.
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e Clumpy: Similar to the 2D scatterplot, a doubly time series can
form temporal clusters. These clusters indicate a sharp change in
at least one variable after a stable period. The relative positions
of the clusters point out which variable suddenly drops or rises,
and also provide an estimation of the changes. This measure is
constructed by taking into account two runt sets derived from
each edge in the series. A runt graph (R;) is the longer of two
subsets of shorter edges, in comparison to edge e;, that are still
connected to ¢;. In the next equation, j denotes the edge e; in the
runt graph of edge e;.

Celumpy = Max {1 - maX{length(ej)}/length(ei)}
) ¢ ¢

e Striated: Striated measures the relative smoothness [WWO08] in
the time series. N is the number of time points.

1 N-—2
Cstriated = N_2 1:21 I(cos Beiei1 < -0.75)

e Correlation: We use the absolute value of the Pearson coeffi-
cient for scoring the correlations between two time series.

o Intersection: Edge crossing is an interesting feature of the dou-
bly time series, which shows that both variables repeat to their
earlier values. This may translate as at least one series in the
doubly plot has clear noise. The Intersections gives a normal-
ized score for the number of crossing (Niysersection) and depicts
the randomness in the doubly series.

_ N; intersection
N—

Cintersection = 1 — €

e Circular: This is the measure that we had a lot of difficulties

to compute since there is no algorithms in literature to formally

define/score the circular patterns in doubly time series. We pro-
poser to score this measure as follows.

Ceircular = Max { % X Ac,k } X ne
kLG Agk
where Oy, is the number of obtuse angles in the K™ circle whose
the number of points is C and areais A. ;. The A, x is the area of
the smallest square that can cover the corresponding circle, and
ne is the number of circles in the plot.

e Trend: Trend can be detected by an extension of the Mann
Kendall test. Every pair of vertices form a vector whose direc-
tion indicates the temporal order. These vectors can be classified
by their directions and are divided into four groups correspond-
ing to four quadrants. If the plot has a clear trend, most vectors
tend to have similar direction, and as a result, there will be one
group whose size is much larger than the others. The standard-
ized score for the trend is given the following formula. Ny, is the
number of vectors in group K

4 max{N} 1

Crrend = 3IN(N—1)/2 3
e Length: This measure is the mean edge length, and it estimates
the amplitude of the change rates in values of two time series.

To sum up, Figure 3 gives some examples of the high, the
medium, and the low values of each measure. The plots are from
real datasets, discussed later in Section 5.
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Figure 3: Some examples of high values, medium values, and low
values for the proposed measures. Color depicts temporal order:
from blue to red. Green loops highlight circular patterns in the plot.

4. Visualization process

Figure 1 depicts the schematic overview of our Congnostics visual-
ization. After computing the visual measures for every doubly time
series, we apply the k-means algorithm [Har75] to cluster these
doubly plots on their feature space into a pre-defined number of
groups [JMF99]. In our web prototype, the maximum number of
iterations is set as a user input to stop the clustering process. Classi-
fication helps to estimate the major patterns of timed data points in
the doubly series. Finally, UMAP [MHM 18] dimension reduction
technique is utilized to project the dataset to two-dimensional space
so that a large dataset can be visualized in only one view. We choose
this technique because it can help to reconstruct the global structure
of datasets in the visual features space [BMH" 19, ATXW19].

5. Use cases
5.1. US employment data

In this section, we invest in the monthly US employees in 20 dif-
ferent economic sectors for each state over 21 years, from 1999 to
2019. This dataset has 8,570 doubly time series due to the missing
time series (for a few states). The data was downloaded from the
Bureau of Labor Statistics website: https://www.bls.gov/data/.

Clumpy: Figure 4 shows two high Clumpy plots, both belong
to Virgin Islands. The transition between these clusters indicates a
significant change in one or both series. We can infer the changes
based on the relative position of these clusters regarding to tempo-
ral order. In Figure 4(a), the first cluster is on the top-right corner
of the plot, and the second (red) one is at the bottom-left area. The
relative position between them hints sharp drops in both economy
sectors: Accommodation and Food Services vs. Leisure and Hos-
pitality. The employment drop was due to the impact of the hurri-
canes Irma and Maria in 2017. In Figure 4(b), the first two clusters
(one in the top-right corner and another is in the top-left corner)
implicate that only the number of employment in Goods Producing
decreased dramatically while Accommodation and Food Services
maintains its numbers. By investigating the input time series on the
left, we can see that the drops happened in 2011 when this state ex-
perienced a catastrophic recession, and its largest oil company shut
down in 2012 [Ygl13]. Accommodation and Food Services were
not affected by the recession, but it plummeted in late 2017 due to
the hurricanes mentioned above, so there is a small cluster in the
bottom-left of the plot. The relative position between the cluster in
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the top-left region and the one in the bottom-left area implies that
the hurricanes did not affect the Goods Producing sector.
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Figure 4: Clusters in doubly time series of Virgin Islands in sec-
tors: (a) Accommodation and Food Services vs. Leisure and Hospi-
tality, (b) Accommodation and Food Services vs. Goods Producing.

Circular pattern: A circular pattern in doubly time series indi-
cate an offset (or time shift) between peaks or valleys of the pair
of variables. Figure 5 shows an example of seasonal pattern in a
plot, highlighted by green and orange, in Total Private vs. Finan-
cial Activities of Massachusetts. The green one relates to the 2001
recession [NBE10], which started in March and ended in Novem-
ber, while the orange one depicts the Great Recession of 2008 [?].
Because the crisis in 2008 initially affected financial companies,
the drop in the number of employees in this sector occurred several
months before a similar situation happened in Total Private. The
time shift between the drops indicates the relation of two sectors,
and in this particular case, the crisis in finance had an impact on
the activities of other private companies. This offset also points out
how fast the crisis in Financial activities affected the Total Private.
This interesting relation can not be captured by analyzing individ-
ual time series.
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Figure 5: Two circular patterns are detected in the doubly time
series of Massachusetts: Total Private vs. Financial Activities.

5.2. SP 500 data

This use case is the stock data from 1980 to 2018. We focus on the
yearly time series of open and close values of SP 500. Each time

series has around 247 data points (no stock data on Saturday and
Sunday). Figure 6 displays the doubly series of daily open price
and closing price of the SP 500 index in 1989 and 1997. The two
variables are strongly correlated, as shown on the Trend dimension
of the radar chart. In particular, most data points located near the
diagonal. The outliers, which are highlighted within dash circles,
indicate the date where SP 500 open and close value are signifi-
cantly different. These outliers correspond to mini-crashes in the
13" of October 1989 and the 27" of October in 1997. The for-
mer crash corresponds to leveraged buyout deal for UAL Corpo-
ration [IDMO2] while the latter caused by an economic crisis in
Aisa [SC99]. Notice that these unusual data points are not evident
in the marginal distributions on the left of Figure 6. Due to the dy-
namic nature of stock data, many line crossings are visible in the
doubly time series plots. These noisy features can be captured ef-
fectively by our Intersection measure, as depicted on the radar chart
on the right. The scores are 0.7 and 0.74 correspondingly.
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Figure 6: Correlation between open and close index of SP 500
data in (a) 1989 and (b) 1997. The dashed circles highlight outlying
dates in the open vs. close correlations.

6. Conclusion

This paper has proposed a set of visual features for doubly time
series. These features aim to automatically characterize pair-wise
relations of variables in multivariate time series. Two real-world
datasets have been used to demonstrate our capability of cap-
turing the visual patterns (such as loops), which are difficult or
even impossible by investigating marginal time series. Although
there are some drawbacks of our feature descriptors when the
data is too noisy, providing a holistic overview of multivari-
ate time series through the visual feature space of doubly time
series is an interesting research direction. We will investigate
the approaches to stabilize our feature descriptors, such as us-
ing Convolution Neural Network [MTW*20] with multiple lay-
ers [LBB*98]. Congnostics is implemented as a JavaScript-based
web application using D3.js [BOH11]. The demo video, web appli-
cation, and source codes of our visualization are available on our
Github project at https://idatavisualizationlab.github.
io/B/congnostics/.
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