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Abstract
This paper addresses important issues in the evaluation of new visualization techniques. It describes the principle of quantitative research in general and presents the idea of experimental studies. The goal of experimental studies is to provide the base for guidelines, which allow testing of hypotheses that newly-developed visualization solutions are better than older ones. Moreover, the paper provides guidelines for successful planning of experimental studies in terms of independent and dependent variables, participants, tasks, data collection and statistical evaluation of collected data. It describes how the results should be interpreted and reported in publications. Finally, the paper points out useful literature and thus contributes to a better understanding of how to evaluate new visualization techniques.

Categories and Subject Descriptors (according to ACM CCS): H.5.1 [INFORMATION INTERFACES AND PRESENTATION]: Multimedia Information Systems—Evaluation/methodology

1. Introduction

Many computer scientists develop promising visualization solutions. However, they are often confronted with the problem of how to evaluate them. There are several approaches which deal with the evaluation issues and emphasize different aspects [KHI*03, Pla04, TM05, LBI*12, IIC*13, Sta14, EY12]. While many research papers focus on the evaluation of technical properties such as algorithm performance, Lam et al. and Isenberg et al. [LBI*12, IIC*13] show that the number of publications evaluating visualization techniques with a more user-focused approach has increased significantly in recent years, reflecting heightened interest in user performance and subjective feedback. However, conduction of studies involving human participants is often not a part of computer scientists’ education, and thus might be challenging for them. A research question which computer scientists with focus on visualization may have is whether or not the newly developed solution is in fact beneficial for potential users compared to established visualization techniques. This research question could be investigated by means of experimental studies.

The goal of this work is to give a short overview about the approach of experimental studies, which should help researchers who are not familiar with conducting controlled experimental studies. Links to important textbooks and relevant scientific publications are provided. This paper explains the idea of experimental studies, outlines the development of study design, and discusses the possible consequences of certain decisions in terms of study design and publication of the results. More detailed consideration of the mentioned aspects is given by [FH03, Pur12, FC14].

2. Research Methods

An evaluation with potential users can be performed by means of qualitative or quantitative research methods. Which type of evaluation is performed depends on the purpose of the study. With qualitative methods it is possible to retrieve qualitative information such as visualization requirements in general, advantages and disadvantages of a certain visualization technique, required changes and improvements. This information can be obtained through such means as interviewing or observation. In contrast, quantitative research methods provide user performance data that allow a comparison of different visualization techniques. The usual quantitative method to obtain these data is an experimental study, which the following will focus on.

3. The Principle of Quantitative Research Methods

The goal of quantitative research methods is to test hypotheses on the basis of collected data. In the context of visualization research, the hypothesis is usually that the new visualization technique is better than the old one in terms of selected aspects. Otherwise, the development of new visualization techniques would not make sense. The question is how to test this hypothesis. How much better should the new visualization be in order to be considered preferable? What role does coincidence play in data collection? When is a hypothesis
true and when is it false? The common method to prove the hypothesis involves the statistical evaluation of collected data. It provides clear guidelines, in the form of probability thresholds on which the decision to accept or reject the hypothesis can be made.

Statistical testing of a given hypothesis is based on the idea that conclusions can be drawn from sampled data. However, factors such as random chance and other confounding variables, which cannot fully be overviewed and controlled, may have impacts on the data and in some cases do not reflect the true situation. Thus, the result of a statistical test provides the probability of an error (p-value) that the hypothesis is actually false, despite the result indicating otherwise (type I error).

Usually, the probability threshold is 5% and is called the alpha level. If the p-value is lower than the alpha level, we can accept our hypothesis, at least temporarily, and assume a systematic impact of tested visualization techniques on our results. That means we tolerate that the accepted hypothesis might be false with a probability of at most 5%. If the p-value is higher than the alpha level, we reject our hypothesis, and assume that the differences between the studied visualization techniques are coincidental.

However, as stated before, the data and hence the p-value depend on many factors which can be manipulated to some degree. This is the reason that even the statistical evaluation may be a matter of discussion.

4. The Idea of Experimental Studies

An experimental study is a method to collect the data we need to make conclusions and test our hypothesis. To that end, we invite participants to our laboratory and let them perform a task. Then we use their performance data for statistical testing. The goal is to identify performance differences between studied visualization techniques, which represent a "signal". These performance differences represent the fact that we are going to determine on the basis of our collected data. But many factors may influence the participant’s performance, for example participant characteristics (sex, age, experience, skills) or environmental factors (time of the day, light conditions, reputation of the investigator). That may cause some kind of "noise" (variance) in our data which can obscure our performance differences. To make it easier to find the performance differences, one could (or even should) reduce the data variance by controlling unwanted influences. Therefore, the experiments are called "controlled". For example, we can use same study material, procedures, and apparatus for every participant. This approach is one of the accepted methods which make it easier to reach the decision threshold. However, not only does the data variance vary, but also the performance differences, depending on the studied visualizations. The larger the performance differences, the easier they can be identified, even if the data variance is severe. The relation of the performance difference to data variance is called effect size.

5. Planning of Experimental Studies

Before conducting the experimental study, some considerations about study design should be taken into account, which are discussed in the following. More detailed information and practical guidelines can be extracted from [Pur12]. A good use case of how to evaluate medical visualizations in the example of 3D aneurysm surfaces can be found in [GSB*16].

5.1. Research Question

The very first step is to define the research question or questions based on theoretical considerations. This step is crucial, because all following decisions draw upon the research question, even the decision to conduct an experimental study or to use a different research method. It is important to have an exact idea of what one wants to find out. This would make the research more precise and efficient, and it would help avoid discrepancies in the research publication. In general, experimental studies are appropriate for the research question of whether visualization A is better than B in terms of X, Y and Z. In this case, the visualizations A and B represent so-called independent variables. X, Y and Z represent dependent variables. The research question can be further specified, e.g. for whom and in what context is the visualization A better than B. These two aspects reflect the target group and the task for which the new visualization was developed. In the following, we discuss how these aspects should be specified based on the research question.

5.2. Independent Variables

Independent variables are variables whose impacts have to be investigated. The main independent variable in the context of visualization is of course the visualization technique. Therefore, the impact of newly-developed visualization techniques should be compared with other techniques. For example, the newly-developed illustrative visualization approach was compared with standard Phong shading [RHD*06,LLPH15,LLH17], and an advanced medical visualization approach was compared with a standard 3D medical visualization [HZR*13,HZS*14]. It is possible to investigate several independent variables, for example different aspects of one visualization technique and its combinations such as illumination and perspective [WB08].

5.3. Dependent Variables

As described above, the goal of the experimental study is to test whether one visualization technique is better than another. But better in terms of what? In case of visualization, it could be such aspects as depth and shape impression, intuitiveness, preference, and/or usability. The next question which arises is: how could these aspects be measured/operationalized? Usually, the dependent variables can be operationalized with task performance accuracy and task performance duration as objective measures [GSB*16]. Moreover, it is informative to measure participants’ subjective opinion such as acceptance or preference for one visualization or another, or subjective judgment of investigated aspects, since they may differ from objective performance.

5.4. Participants

After the specification of the research questions and independent and dependent variables, the researcher should define the study participants and the task they have to perform.
The questions that the researchers often raise in terms of participants are who should the participants be, and how many participants are needed?

First and very important, the participants should be "naive". That means that they must not know what results you are expecting as a researcher, i.e. what hypothesis you have. That means that enrolling colleagues as participants may be not the best idea. On the other hand, you should ensure that this information is at no time before or during the data collection passed to participants, either explicitly or implicitly (experimenter bias). If it is, the influence on your results can help to confirm your hypothesis, which may make you happy, but such a situation does not reflect the facts and may not be replicable. Second, the sample should be representative, which means the participant should have the important characteristics which the majority of the target group of visualization have, for example special knowledge or skills. That means, on the other hand, that people provide an important cue in your visualization technique, should be excluded from participation in the experiment.

The issue of number of participants is a tricky one. On the one hand, by increasing the number of participants, you make the influence of a coincidence smaller, which makes it easier to reach the alpha level and confirm the hypothesis. But on the other hand, with increased number of participants the probability of detecting smaller effect size increases as well. This may mean that with a large sample the alpha level could be reached, but the difference between the studied visualizations is not practically relevant. That’s why, when interpreting the data, an experienced researcher considers not only the exceedance of an alpha level, but also the number of participants and the effect size. Thus, for the determination of a sample size, it is recommended to first consider what effect size you want to detect and based on this consideration calculate the required sample size. To do this is possible using tables [Coh88] or special software as Gpower. Moreover, it is described in statistical books [MMC17]. The issue regarding appropriate number of participants in visualization evaluation is further discussed in [IIC’13].

5.5. Task

The goal of the visualization techniques is to make data more readily interpretable, reduce error of data interpretation, emphasize/make information visible, and show relationship between the data. The task should be chosen in a way that the participants’ task performance allows conclusions to be made about these investigated aspects, for example such tasks as depth judgment, orientation matching or surface categorization. A good overview about the possible tasks for comparing different medical visualizations is provided by [PBC’16].

5.6. Data Collection

Before conducting the experimental study, researchers should plan how the data should be collected, treated and evaluated. This will help to avoid mistakes which could render the data useless.

Data collection is the most important step where the data variance can be reduced. In section 4, we explained that this could be achieved by using same study material, same procedures, and same apparatus for every participant. By standardizing these conditions their influence is kept constant, which reduces the data variance. However, another important aspect should be considered, namely the possible confounding variables. Confounding variables are correlated to independent variables and may offer alternative explanations for the performance differences and therefore limit the attribution of these performance differences to independent variables, in our case to visualization techniques. Confounding variables can also be inversely correlated to independent variables, which will make the performance differences less identifiable. These confounding variables could be learning and sequence effects, or effects of fatigue. To minimize this bias, the sequence of studied independent variables, e.g. visualization techniques, should be balanced across the participants. Moreover, it is worth the consideration to randomize used stimuli.

5.7. Data Treatment and Statistical Evaluation

Before conducting the study, the researcher should consider how the collected data should be treated and how the postulated hypothesis can be tested by means of statistical tests.

Data treatment can be run- or participant-related and depends on the study purpose [LSM16]. Run-related data treatment means that every data set is connected to a certain run, for example a certain stimulus. Run-related data treatment is indicated when technical characteristics of new methods or techniques are studied by means of standardized procedure to make the performance independent from the human participant e.g., to measure the performance or the preprocessing time for an algorithm. Participant-related data treatment means that every data set is connected to a certain participant and is indicated when the impact of phenomena on human participants is investigated, for example the impact of visualization techniques on depth impression. Therefore, during data processing, values which come from various task runs should be averaged for each participant and each condition for statistical evaluation. Otherwise, by treating data run-related, the sample size would be artificially enlarged, which definitely would reduce data variance and contribute to getting statistically significant results, but would not represent the facts and therefore would be difficult to replicate.

In terms of choosing of appropriate statistical test see statistical books [JMR11, FFF12, Fie13, MMC17, FH03, Hin04] because this is a complicated issue. Some of these books even provide decision trees which facilitate the choice.

6. Publishing the Research

After the study is planned, the researcher can conduct the study according to developed study design. Usually, researchers want to publish their research. The publication follows the study design. However, additional aspects should be included in the publication, which are explained in following.

6.1. Reporting Results

It is important to report all statistical parameters and not simply report whether the test revealed significant results. This helps the
readers understand how the data was treated and how statistical analyses were performed, and therefore to identify possible biases. Moreover, the effect size should be reported as well. Effect size is the only parameter that allows comparison of the results between different studies. The reported statistical parameters permit well-justified statements about the investigated effects and therefore increase the chances that the study will be included in reviews and meta-analyses.

It is very important for scientific progress to report non-significant results and publish studies which reveal these results, despite having only small potential to be cited. These studies ensure that scientists don’t spend resources on topics which don’t have potential and redirect their effort to a development of alternative solutions. Unfortunately, many scientists and, more importantly, peer reviewers are often not aware of this relationship, and/or are just interested in increasing the amount of citations and the impact factor, which leads to a so-called publication bias. That means that only predominantly significant results end up published. But in some cases they might be only coincidental, and a much greater number of studies with non-significant results exist in archives.

6.2. Interpretation of the Results

The results of each study are usually limited to the conditions under which the data was collected: they are valid only for the used sample, for the particular task the participants had to perform, and for other studied aspects. One study cannot provide the answers to all research questions, but only to their limited number. Moreover, the collected data may to some degree not reflect the facts (type I error). To draw definite conclusions about the investigated effects and the generalization of the results, several studies with the same research focus should be considered, which may be summarized in a review or even meta-analysis. In this light, the replication of studies will provide an important benefit.

7. Summary

This work provided a short overview of main important aspects that should be considered when conducting experimental studies to evaluate visualizations. It is such a broad topic that whole books are dedicated to it, and it is impossible to address all issues related to it in a small paper. Thus, while conducting experimental studies, it is reasonable to ask for help from experts, for example psychologists for study design and data interpretation as well as statisticians for statistical evaluation. Nevertheless, with this paper we hope to contribute to a better understanding of how to evaluate new visualization techniques.
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