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Abstract
Attentional tunneling, a phenomenon where operators focus excessively on one task or channel of information while neglecting
others, poses significant risks in critical, multitasking environments such as aviation, nuclear power, and cybersecurity. This
study explores the use of Augmented Reality (AR) to mitigate attentional tunneling and enhance task performance by redirecting
attention effectively across multiple visual cues. A user experiment involving eighteen participants was conducted to evaluate
the effectiveness of two types of AR cues—Minimap and Line—compared to a control condition with no AR assistance. Partic-
ipants performed a series of tasks using a head-mounted display (HMD) while interacting with a touchscreen in a simulated
environment. Results show that both AR cues significantly reduced missed alerts and decreased cognitive workload, with the
Line cue proving slightly more effective in reducing response time to peripheral alerts. The findings suggest that AR-based
interventions can improve attention management and task performance in complex systems by countering the effects of atten-
tional tunneling. This study highlights the potential of AR technology to enhance operational safety and efficiency in high-stakes
environments.

CCS Concepts
• Human-centered computing → User studies; Mixed / augmented reality; Interaction design;

1. Introduction

Operators in complex and high-risk environments, such as avia-
tion, nuclear power plants, and cybersecurity centers, frequently
face the challenge of managing multiple tasks simultaneously. In
these settings, effectively allocating attention across various chan-
nels of information is crucial for maintaining safety and perfor-
mance. However, a common cognitive phenomenon known as at-
tentional tunneling, in which an individual’s focus becomes exces-
sively fixed on a single task or data source, to the detriment of other
important information, poses a significant risk. Attentional tunnel-
ing has been implicated in numerous high-profile incidents and ac-
cidents, including aviation mishaps, traffic accidents, and cyberse-
curity breaches. It occurs when the cognitive load on an operator
exceeds a manageable threshold, causing them to overlook critical
signals that could indicate a need to switch tasks or reevaluate pri-
orities.

Traditional methods for managing attentional tunneling have in-
volved designing more intuitive interfaces, employing alarms or
alerts, or developing training protocols to help operators manage
their focus [WA09, PR97]. However, these solutions often have
limitations. For instance, visual or auditory alarms can themselves
become overwhelming or distracting, further complicating an op-
erator’s ability to allocate attention effectively. Moreover, these

approaches often fail to provide dynamic real-time feedback that
adapts to the evolving situational context, leading to suboptimal
performance and missed critical information.

Recent advancements in Augmented Reality (AR) technology
offer promising new avenues for addressing these challenges. Un-
like static or non-interactive interfaces, AR can overlay digital in-
formation directly onto a user’s view of the real world, creating
a more seamless integration of critical data. This capacity allows
for the real-time redirection of attention in a manner that is both
context-sensitive and minimally invasive. AR has demonstrated
potential in various applications, such as pilot training, surgical
guidance, and emergency response, where maintaining situational
awareness is critical [BJ09, LWWL18, LRB∗11]. However, its spe-
cific role in counteracting attentional tunneling, particularly in mul-
titasking environments, has not been thoroughly explored.

To bridge this gap, this paper presents a study that investigates
the use of AR to manage attentional tunneling in complex multi-
tasking environments. We focus on two distinct AR-based attention
redirection methods—a Minimap cue and a Line cue—comparing
them against a control condition. Eighteen participants engaged in
a simulated multitasking scenario designed to induce attentional
tunneling while their performance, alertness, and cognitive work-
load were measured. The objectives of this study are to assess the
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effectiveness of different AR cues in improving task management
and reducing the risks associated with attentional tunneling, and to
identify which type of AR intervention is most beneficial in these
contexts.

The remainder of this paper is organized as follows: section 2
provides a review of related work, including the principles of at-
tention management and the existing solutions for attentional tun-
neling. Section 3 describes the experimental setup, including the
participants, apparatus, and procedures used in the study. Section 4
presents the results of the experiment, focusing on the impact of
different AR cues on task performance and cognitive workload. In
Section 5, we discuss the implications of the findings, comparing
them with prior research and outlining potential applications. Sec-
tion 6 concludes the paper by summarizing the main contributions
of the study and suggesting directions for future research.

2. State of the art

2.1. Definition and principles of attention

Operators of complex and critical systems regularly face multi-
tasking situations, where the management of attention may have
extreme impact on the performance or even the survival of the sys-
tem itself. Classical examples have been presented for years in the
domain of aeronautics and aviation, but as well in the nuclear one,
or more recently in cybersecurity [WM19, End00].

According to Wickens [Wic21], the concept of attention must be
considered along two main dimensions. A first one is associated to
the filtering of information and large numbers of stimuli and corre-
sponds to the selective attention [WC21]. A second way to address
attention is to consider it as a resource that can be shared between
several tasks and lead to the concept of divided attention. Problems
occur when one or several tasks to be handled by the operator only
emit discrete and weak signals that should be detected to motivate
task switching. Classic examples could be related to the detection
of a pedestrian unexpectedly crossing the road or any kind of visual
overheat alert on an engine (as mentioned in [Wic21]). Sharing at-
tention between several tasks or between different areas of interest
may be modeled with the SEEV (salience – expectancy – effort –
value) model [WGH∗17, ECdW18] so as to design better displays
for complex systems or to understand operators’ performance. In
the case of divided attention, the operator can use a resource al-
location policy and, for instance, decide to scan the different ar-
eas of interest with a controlled frequency to avoid any miss. But
as discussed below, some problems arise when the task switching
frequency is very low, leading to attentional tunneling which may
provoke severe systems failures.

The concept of Perceptual Load Theory [Lav10, MGG16] is
central to the study of selective attention. This theory asserts
that the effectiveness of selective attention (the ability to remain
undisturbed by distractors) depends on perceptual and cognitive
load [LHFV04]. Globally, the prioritization and extraction of rel-
evant elements in the field of vision is carried out by their visual
salience (“Bottom-up” mechanism, extraction of eye-catching ele-
ments) and by selection according to metrics and patterns derived
from memory (“Top-Down” mechanism). These two mechanisms
coexist and can result in the deletion of visually salient information

if it is not relevant or does not correspond to what is expected by
the user’s context [KKKH10]. These different elements are also to
be found in the recent Guided Search 6 model [Wol20] which gives
a systemic and pictorial vision of each stage in the visual search
process.

More recent work has turned to neuroscience and proposed sev-
eral markers [GSA20] to characterize the salience of a distractor
and its effect on attention. The aim of the study is to determine the
link between the nature of distractors and their processing in the
pre-attentional, attentional and suppression phases, as evidenced by
brain markers. The study’s contribution to the definition of the most
salient distractor, namely an “abrupt-on set distractor” acting in a
bottom-up mode and as confirmed by a second study, independent
of the task in hand [SOT08], is worth noting.

In summary, the main studies in the literature focus on eliminat-
ing distractors rather than taking them into account (with the no-
table exception of work on crisis alert management in cockpits and
control rooms [CHB07]). Nevertheless, it is possible to use the gen-
eral characteristics of the systems (perceptual load, cognitive load)
and distractors usually used in studies to size and define prototypes
and experimental protocols.

2.2. Definition of attention tunneling

As stated by Pedret [Ped23], "the persistent attempt to define at-
tentional tunneling suggests that the research community has not
arrived at a consensus definition for attentional tunneling".

We can however refer to a definition of reference provided by
Wickens [WA09], while “defining the construct of attention tun-
neling as the allocation of attention to a particular channel of in-
formation, diagnostic hypothesis, or task goal, for a duration that
is longer than optimal, given the expected cost of neglecting events
on other channels, failing to consider other hypotheses, or failing
to perform other task”. Our research is based on this definition of
attentional tunneling as recent works are using this concept to de-
scribe tunneling on virtual content only [SKG∗21].

Attention tunneling has thus been proposed as an explanation
of many aviation accidents [CMF96] and is regularly mentioned
in driving accidents implying drivers “tunneled” on the phone in-
stead of observing the traffic. This phenomenon can certainly be
observed in various kinds of critical systems. As stated by Pe-
dret [Ped23], “in high stakes examples, if a cybersecurity operator
becomes attentionnally tunnelled on searching a high-risk area of
a network while looking for threats, it is possible that other chan-
nels of information displaying important information do not get the
attention they require”. Therefore, it would be ideal to be able to
maintain a state of focused attention as long as it is beneficial to the
operator and task performance, but to be able to divert attention to
another task when necessary to end a state of attentional tunneling.

2.3. Counter-measures to attention tunneling

Different approaches have been proposed to force or facilitate dis-
engagement and break attention tunneling. One initial solution in-
volved punctually removing information in the current area of in-
terest: Dehais & al. [DTCR10] thus forced the operator’s disen-
gagement while erasing the information in the AOI, displaying a

© 2024 The Authors.
Proceedings published by Eurographics - The European Association for Computer Graphics.



E. Peillard, C. Cunin, G. Coppin & T. Duval / A Study on Improving Attention Redirection in Complex Systems Using Augmented Reality Cues 3 of 9

message in the blanked area for few seconds, and getting back to
the normal display. As a continuation of these first attempts, a sec-
ond approach was proposed in [SLID20] and consisted in applying
a uniform semi-transparent red-orange mask on the display for 300
ms before going back to normal display. On both cases these quite
intrusive interventions showed better detection of alarms, but also
rose questions about the efficiency in time and level of performance
on the main tasks in the system. Prinet [Pri16] proposed an alterna-
tive way in developing adaptive displays, distinguishing and com-
paring the effect of control and status augmentation on a modified
MATB II simulator [SEMLCJ11]. This framework allowed to study
the attention management in a multi-tasking environment (4 simul-
taneous tasks to manage, resource management, tracking, schedul-
ing and system monitoring). The status intervention was designed
to let the user know (s)he was allocating too much attention on one
specific task of the simulation and took the form of a sequence of
blinking red outline of the area of interest related to the task. The
command intervention was intended to indicate the best task to pro-
ceed with and was displayed through a green outline around the
related task to switch to. The main results of the experiment were
that no effect was produced by the status intervention that even pro-
voked a decrease in performance for some of the tasks. The com-
mand intervention led to an increase of performance for part of the
tasks, but none of the interventions seemed to enlarge the attention
focus enough to allow to detect peripheral alarms. This could be in-
terpreted as keeping the focus of attention too narrow to deal with
visual / attention tunneling. Lastly, others work focused on subtle
gaze direction like [BMSG09] but they have proved to be efficient
in contexts that are more complex than ours (our graphics are too
simple to hide subtle cues inside).

2.4. Use of Augmented Reality for the management of
attention

Most of research works related to the use of Augmented Reality for
attention management have been focusing on two main aspects.

The first one is the attention funneling (this term expressing a
mix of “attention tunneling” and “focus”) that allows to switch
from a state of sustained attention (spending some resources on
generic activity such as the assessment of a tactical situation, for
instance) to selective attention more focused on a certain kind of
event [YMWB03,BWC∗21,HKA∗18,Lam15]. As a positive effect
of augmentation, superposing virtual / augmented hints on an im-
age leads the operators to better focus on the related areas when
necessary [WWR∗23].

The second aspect is related to the bias that results from the aug-
mentation of display with synthetic 3D representations and by ex-
tension with Augmented Reality devices. It was demonstrated that
the use of HUD and augmented display facilitated the execution of
the main task (especially in the domain of piloting [WAH∗04]) but
inhibited the detection of peripheral and unexpected events happen-
ing on the highways, for instance.

2.5. Research proposal

In this paper we aim at proposing AR based solutions to facili-
tate the redirection of attention toward multiple alerts that have

meaningful impact on performance. The approach is relying on
a multi-tasking paradigm and its definition refers directly to the
SEEV model in the following sense:

• The main task (as described in details in the following para-
graphs) consists in dealing with an intensive flow of "requests"
emitted by a group of distributed but colocated agents. The den-
sity of request and related stress generates an attentional tunnel-
ing, which can be characterized by different variables including
scores.

• A secondary task consists in acknowledging a set of alerts that
are themselves distributed in the peripheral area of vision. Most
solutions proposed in the past had been dealing with a single
alert and could play with the whole area of display. In our case,
the spatialization of the alerts themselves has to be taken into
account in the assisting mechanisms.

• The primary task is focusing on the central part of a large screen
as the alerts are displayed in the periphery, so that the eccentric-
ity of stimuli is clearly raising extra difficulties in multi-tasking.

• The values (score points) respectively attached to the processing
of "main targets" and the alerts have been balanced to compen-
sate the respective frequency of appearance. The alerts are nei-
ther to be considered as distractors nor unexpected events, as it
is often the case in previous experiments, but instead as included
in a multi-tasking and task-switching paradigm.

Our approach is dedicated to the evaluation of the impact of us-
ing AR cues to facilitate the switching from one task to the other,
and not to create a special focus on purpose. Among the cue possi-
bilities, we chose to study two types of AR cues, one direct in the
central vision (a line) and the other indirect and in the peripheral
vision (a minimap).

• Minimap Cue. This cue serves as an overview tool, providing a
small representation of the environment in the user’s peripheral
vision. Positioned outside the immediate field of focus, the Min-
imap allows users to periodically check for active alerts, requir-
ing them to interpret the indirect visual cues. This indirect ap-
proach is suitable for situations where it’s beneficial for users to
maintain overall awareness while deciding when to switch their
attention.

• Line Cue. This is a directive cue, providing direct, dynamic
guidance to the exact location of an alert. Visible within the
user’s central field of view, it directs attention immediately to-
ward the active alert with a red line. As a colocated and promi-
nent cue, the Line cue is designed to reduce cognitive effort by
directly indicating the alert’s direction, ideal in scenarios where
users need a strong, immediate prompt to reorient focus.

3. User Experiment

We conducted a user experiment to evaluate the effectiveness of at-
tention redirection of different AR cues. One group of participants
participated in this experiment and had to perform a perceptive task
on a touchscreen; they had to align a slider with a random refer-
ence position several times during a Unity 3D session. Participants
were wearing a HMD, and three different cues were displayed to
help them execute an out-of-view task. The apparatus, procedure,
and experimental design are successively presented in the follow-
ing sections.
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Figure 1: Overview of the experimental setup with a participant
completing a drone task while an alert is activated in the top-right
corner of the touchscreen.

3.1. Participants

The experiment involved eighteen participants (15 males, 3 fe-
males, mean age = 25.4, SD = 6.15, range = 22-49 years) with
sixteen right-handed and two left-handed. All of them were work-
ing or studying in the university laboratory and were not aware of
the experiment’s purpose. They had normal or corrected vision with
eight of them wearing glasses. Fifteen of them had already worn an
HMD in the past.

This study was conducted in accordance with principles as stated
in the declaration of Helsinki. The experiment was approved by the
ethical committee of the host institution.

3.2. Apparatus

For this experiment, a Unity 3D prototype was designed and dis-
played on a large 75” CTouch touchscreen, as shown in Figure 1.
For all the participants, the screen was at approximately 80 cm off
the ground. Each participant was standing in front of the screen
with the possibility of moving to the side and closer or further from
it.

The prototype was built with Unity 3D version 2020.3.23f1 and
was made as a drone swarm simulation where the goal is to com-
plete tasks required by the drones in order to maximize a score, as
shown in Figure 2. On the center of the screen, ten blue disks, the
drones, are moving in random directions and at a constant speed.
Sometimes, defined by a probability value of 1/20 at each second,
a drone changes color to green and stop moving, immediately re-
quiring an action from the participant. This action first requires the
participant to press the drone, then it opens to the actual task. Mul-
tiple drones can be opened simultaneously, as there can be more
than one activated at once. However, the participant cannot inter-
act with multiple targets at the same time, since the prototype does
not allow multitouch. Meanwhile, in the four corners of the screen,
four red disks, called alerts, can activate, one at a time, for a given
activation probability of 1/20 at each second. An alert activation
is defined by a small light halo on an alert. These alerts are immo-
bile. A simple press on the alerts deactivated them. The drones need
their task to be achieved under fifteen seconds after their activation,

and the alerts, under five seconds. When the time is up, the task is
supposed to be missed. The remaining time for each drone can be
guessed by the color of the disk, which allows priority visualization
such as what was used in [OLKK19]. The drone turns green at its
activation, then yellow at 7 seconds, and finally red at 11 seconds.
The drone task is a simple slider to align with a random target. A
feedback, green or red, is displayed for 0.5 seconds. In order to
get points, the participants have to complete the drone tasks before
their due times. Each missed task, drones’ and alerts’, is removing
points. Missing an alarm removes 5 points and its processing does
not give any points. While the drone task is removing or allowing
1 point. The points earned are dynamically displayed on the back-
ground, in green or red, and the total score is always displayed at
the top of the screen for the user’s convenience.

Three attention redirection conditions were tested: two types of
AR cues, a minimap and a line, and one type of no AR, a control
condition where nothing was displayed (see Figure 3). The Min-
imap cue is a small replicate of the game placed in AR on the right
of the participant’s visual field. It was a simple rectangle with 4 red
dots at its corner, when a corner changed color to white, an alert
was active at the corresponding corner in the actual game. This cue
is located in the peripheral vision and can be considered as an indi-
rect help because it requires the user to make a cognitive effort to
deduce in which corner the alert is activated. The line cue is a red
line presented at the center of the visual field and directed to the
corner where an alert is active, the line updates its position at each
game frame. This cue can be considered as a colocated and direct
help since the line is conducting directly to the activated alert. The
minimap was always displayed whereas the line was only showing
when an alert was activated. The HMD used for this experiment
was the Magic Leap 2, with a 45°×55° FoV and a resolution of
1440×1760. No eye-tracking data was collected. Participants had
to wear the HMD the whole time of the experiment even when no
AR cues were projected. In this way, the same HMD dimming was
used for the three conditions and the visual field range was constant.
The AR scene was built under Unity 3D version 2022.2.20f1. At the
beginning of each condition, a calibration was needed to match the
position of the AR cues with the alerts’ positions. Five markers on
the screen had to be tracked, corresponding to the corners and the
center. When tracked, a white cube was displayed in the AR scene
at the position of the marker. When the five cubes overlapped their
corresponding markers, the calibration was manually completed.

3.3. Task and procedure

Each participant started by reading and signing a consent form
containing information on the experiment. After filling a pre-
questionnaire, they were given some explanations on the task and
were allowed a 2-minute training without the HMD, to get used to
the touchscreen and prototype. Then, three conditions, each com-
posed of a calibration procedure, followed by 10 minutes of play-
time and a NASA TLX questionnaire, were completed in a user-
specific order. The participant was allowed a small break between
each condition.

During a condition, a participant had approximately 218.74 (SD
= 13.36) drone tasks to process and 102.85 (SD = 27.78) alert tasks.
The activation of the different objects was not scripted but was all
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probability, therefore participants did not have the same event pat-
tern. The participants were instructed to maximize their score and
therefore to minimized the number of missed alerts and drones.

To avoid order bias, each participant had a random condition or-
der, one for each attention redirection method. With three condi-
tions, 18 participants was enough to have three subjects for each of
the six combinations.

The total time of the experiment was 1 hour on average, includ-
ing instructions, pre-questionnaire, training, three conditions with
their questionnaires, and debriefing. The AR display was worn for
a maximum of 45 minutes.

3.4. Experimental design

The screen size is large enough to put the alerts out of the center
field of vision and the drone movement is limited to a central zone
representing 24% of the whole screen. The purpose of this setup
is to force the user to process the main task (the drone one) while
putting them in a consistent workload and recreating an attention
tunneling.

The two AR cues used are different kinds of help, the Minimap
is a passive redirection. The participant had to look at it to see it
and get information on the activated alerts. On the other hand, the
line is a more active help. It is always in the visual field of the user
and cannot be ignored.

The design model only contains one independent variable: the at-
tention redirection method used (None, Minimap, Line). Each par-
ticipant has experimented the three conditions.

3.5. Research questions

The purpose of this experiment was to study if AR cues are effi-
cient enough to counter the attention tunneling effect and, if this is
the case, then evaluate which AR cue is the best among passive or
active help.

Considering this, our main research hypotheses were the follow-
ing:

• H1: The number of missed alerts is larger when no redirection
cue is displayed.

• H2: The participant workload is lower with AR cues.
• H3: The task process time improves with AR cues.

3.6. Statistical analysis

A Friedman test was used to analyze the results since the data did
not pass the parametric test requirements. Each tested group cor-
responded to one of the attention redirection methods tested: one
for the line, one for the map, and one for the no AR method. The
purpose is to see if one of the groups is significantly different from
the others. Since all game events were randomized, the percentage
of missed drones or alerts was a more accurate data than the total
number of missed drones or alerts. The analyzed data also con-
tains the NASA TLX scores and the average process time needed
to complete a drone or an alert task.

Figure 2: The Unity 3D prototype used in the experiment. Here, the
top-left alert is activated and three drones are requiring an action,
one red, one yellow and one green. One drone has been pressed
by the user and has its slider open and waiting for process. The
remaining time is displayed in the top-right, the current score is
displayed on the top-middle, next to a return button to exit the cur-
rent condition.

4. Results

On average, 28.11% of the alerts were missed during the no
AR condition whereas only 11.97% and 9.82% were missed for
the Minimap and Line condition respectively. The percentage of
missed drones is slightly the same for the three conditions: 15.88%
(Line), 15.87% (Minimap), and 18.73% (no AR), as shown in Fig-
ure 4. The Friedman test showed a significant difference between
the cues for the percentage of missed alerts, (χ2(2) = 21.777, p <
0.001). On the contrary, no significant effect was seen for the per-
centage of missed drones (χ2(2) = 3.296, p = 0.192). Following a
Conover posthoc test, for the missed alerts, we get a significant ef-
fect between the two AR conditions and the no AR one (NoAr -
MiniMap: p < 0.001; NoAr - Line: p < 0.001) but no difference
was found between the two AR cues (Line - Minimap: p = 0.31).
These results show that the AR cues are efficient to redirect the
user attention on the alerts. The non significant result for the miss-
ing drones can be explained as there is no redirection on the drones
since they are always in the center of the visual field.

For the NASA TLX dimensions scores, the Friedman test was
found relevant for five dimensions out of six (see Figure 5). Only
the performance dimension had a p-value greater than 0.05 (χ2(2)
= 2.179, p = 0.336). In comparison to the Conover posthoc test,
the differences in dimension scores are also significant between the
two AR cues and the non-AR condition for the effort (NoAr - Min-
iMap: p < 0.01; NoAR - Line: p < 0.001; Map - Line: p = 0.154)
and frustration (NoAr - MiniMap: p < 0.001; NoAR - Line: p <
0.001; Map - Line: p = 0.483) About the mental demand, the line
cues result is significantly lower than the NoAR condition and the
MiniMap condition (NoAr - MiniMap: p = 0.074; NoAR - Line:
p < 0.001; Map - Line: p < 0.05). Also, for the physical (NoAr
- MiniMap: p = 0.115; NoAR - Line: p < 0.05; Map - Line: p =
0.207) and temporal demands (NoAr - MiniMap: p = 0.115; NoAR
- Line: p < 0.05; Map - Line: p = 0.224), the line cue is once again
slightly differentiable with the no AR condition result.

On average, the processing time needed to complete a drone task
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Figure 3: (a) The NoAR condition where nothing is displayed. (b)
The MiniMap condition displayed on the bottom right. Here the
bottom-right alert is activated. (c) The Line condition with a red
line displayed and directed to the activated alert, here the bottom-
left one.
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Figure 4: Percentage of missed alerts and drones. ’***’ indicates
significant difference with p < 0.001.
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Figure 5: The NASA TLX dimensions (from top to bottom and left
to right): mental demand, physical demand, temporal demand, per-
formance, effort and frustration. ’*’ indicates significant difference
with p < 0.05. ’**’ indicates significant difference with p < 0.01.
’***’ indicates significant difference with p < 0.001.

was about 7.16s, for the Line condition, 7.15s, for the MiniMap
condition, and 7.71s for the no AR condition. For the alert process
time, there is on average, 2.51s, for the Line condition, 2.71s, for
the MiniMap condition, and 3.45s for the NoAr condition, as shown
in Figure 6. The Friedman test results are significant for the alert
process time (χ2(2) = 27.086, p < 0.001) whereas this is not the
case for the drone one (χ2(2) = 5.444, p = 0.066). The Conover
post-hoc test for the alert process time is significant for every pair
of modes (NoAr - MiniMap: p < 0.001; NoAr - Line: p < 0.001;
Map - Line: p = 0.0054).

5. Discussion

5.1. Evaluation of Hypotheses

Taken together, our results show that AR augmentations provide
significant help to the user and improve their performance. In par-
ticular, they allow for a significant reduction of the number of
missed alerts which validates H1. The number of drones missed
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Figure 6: Average process time for drone’s and alert’s task. ’***’
indicates significant difference with p < 0.001. ’*’ indicates signif-
icant difference with p < 0.05.

did not vary significantly between the different conditions, which
shows that in this experiment the better handling of the secondary
task did not impact the primary task. These results underline the
potential use of AR to prevent attention tunneling and improve the
efficiency of systems involving several tasks.

Regarding H2, most of the NASA TLX dimensions scores de-
creased when using the AR augmentations for the task, especially
the mental demand and the effort dimensions. This implies a lower
workload demand when the participants were assisted by an AR
augmentations. This result validates our hypothesis H2 and shows
that, if carefully designed, AR augmentations can assist the user
and reduce their cognitive load.

Finally, results showed that the average process time for the
alerts decreased when using AR augmentations while the average
process time for the drones remained constant across the condi-
tions. This validates H3 and shows that AR augmentations improve
the task speed on top of the task performance.

5.2. AR augmentations and attention tunneling

As presented in section 2.2, the definition and as such detection of
an attention tunnel is still hard to assess. However, our experiment
shows that AR was able to provide an efficient tool to allow an
operator to better manage a complex task involving several sub-
tasks of different complexity and locations.

Moreover, we chose two different kinds of augmentations, one
being situated but not directly related to the viewed real element
(Minimap) while the other was colocated and provided a direction
that could even be interpreted as an order (Line). The average pro-
cess time of the alerts was lower in the Line condition than in the
Minimap condition and most of our results showed a trend toward
a better efficiency for the Line compared to the Minimap. This sug-
gests that a direct, clear and colocalized order could be the best way
to mitigate attention tunneling when dealing with simple secondary
task. Contrary to some other studies [Pri16] the colocalized and as
such anchored in the primary center of focus of the AR element
could be a key factor of its efficiency. In high-stakes environments

such as aviation and healthcare, these AR cues could support op-
erators by enhancing situational awareness and reducing the risk
of missing critical information. Directive cues like the Line, which
provide immediate visual guidance, would be ideal for urgent, time-
sensitive tasks—such as alerting a surgeon to a critical change in
patient vitals or guiding a pilot to rapidly identify a system alert.
Conversely, overview cues like the Minimap would be better suited
for maintaining broader situational awareness, allowing users such
as air traffic controllers or operating room staff to monitor multiple
information streams without being overly disrupted, thus balancing
focused attention with ongoing environmental awareness.

5.3. Limitations and Future Work

While our study provides valuable insights, it also has several limi-
tations. First, the sample size was relatively small (18 participants),
which may limit the generalizability of the findings. Future studies
should involve larger, more diverse participant groups to confirm
the results. Second, the experiment was conducted in a controlled
laboratory environment, which may not fully replicate the com-
plexity and stress of real-world multitasking scenarios. Future re-
search should aim to explore the effectiveness of AR interventions
in more realistic and cognitively demanding settings that closely
mirror the complexities encountered in real-world environments.
Last, the randomization of events used during the experiment could
have created some bias in the user performance evaluation, espe-
cially for the NASA TLX results, since they didn’t all encounter
the same challenges during the simulation.

Furthermore, our study did not consider the potential long-term
effects of using AR cues, such as user fatigue, adaptation, or over-
reliance on augmented guidance. Future research should investigate
these factors to understand how the benefits of AR can be sustained
over time without unintended consequences. It would also be valu-
able to explore different types of AR cues and configurations, as
well as their impact on different types of tasks and environments,
to determine the most effective strategies for various use cases.

6. Conclusion

This study investigated the use of Augmented Reality (AR) to
counteract attentional tunneling in multitasking environments. By
comparing two distinct AR-based attention redirection methods, a
passive Minimap cue and an active Line cue, against a control con-
dition with no AR support, we aimed to assess the effectiveness of
AR interventions in improving task management, reducing missed
alerts, and lowering cognitive workload.

Our findings indicate that AR cues can significantly mitigate the
effects of attentional tunneling, particularly in scenarios where op-
erators must manage multiple tasks simultaneously. Both AR meth-
ods tested in this study, the Minimap and the Line, were effective
in reducing the number of missed alerts and decreasing cognitive
workload, as evidenced by the NASA TLX scores. However, the
active Line cue, which remained in the user’s central visual field
and provided dynamic, direct guidance to the location of alerts,
demonstrated a slight edge over the Minimap in terms of perfor-
mance improvement, particularly in reducing the time required to
process peripheral alerts. This suggests that the effectiveness of AR
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cues in managing attention depends not only on their presence but
also on their design characteristics, such as visibility, immediacy,
and spatial integration with the user’s task environment.

In conclusion, this study contributes to the growing body of
knowledge on the use of AR for attention management in crit-
ical environments. It demonstrates that AR has the potential to
significantly improve multitasking performance by mitigating at-
tentional tunneling, reducing cognitive workload, and facilitating
faster response times to critical alerts. As AR technology continues
to evolve, its application in high-stakes domains offers promising
opportunities to enhance safety, efficiency, and decision-making.
Moving forward, a deeper understanding of how to optimize AR
cues for different operational contexts will be essential to harness
its full potential in real-world scenarios.

7. Acknowledgment

This work was supported by a French government funding man-
aged by the National Research Agency under the Investments for
the Future program (PIA) grant ANR-21-ESRE-0030 (CONTIN-
UUM). The authors would like to thank Thales for their collabo-
ration on this work among the CORMORANT scientific interest
group.

References

[BJ09] BOTDEN S. M. B. I., JAKIMOWICZ J. J.: What is going
on in augmented reality simulation in laparoscopic surgery? Sur-
gical Endoscopy 23, 8 (Aug. 2009), 1693–1700. URL: https:
//www.ncbi.nlm.nih.gov/pmc/articles/PMC2710490/,
doi:10.1007/s00464-008-0144-1. 1

[BMSG09] BAILEY R., MCNAMARA A., SUDARSANAM N., GRIMM
C.: Subtle gaze direction. ACM Trans. Graph. 28, 4 (Sept. 2009).
URL: https://doi.org/10.1145/1559755.1559757, doi:
10.1145/1559755.1559757. 3

[BWC∗21] BINETTI N., WU L., CHEN S., KRUIJFF E., JULIER
S., BRUMBY D. P.: Using visual and auditory cues to locate out-
of-view objects in head-mounted augmented reality. Displays 69
(Sept. 2021), 102032. URL: https://www.sciencedirect.
com/science/article/pii/S0141938221000433,
doi:10.1016/j.displa.2021.102032. 3

[CHB07] CHEN J. Y. C., HAAS E. C., BARNES M. J.: Human Perfor-
mance Issues and User Interface Design for Teleoperated Robots. IEEE
Transactions on Systems, Man, and Cybernetics, Part C (Applications
and Reviews) 37, 6 (Nov. 2007), 1231–1245. Conference Name: IEEE
Transactions on Systems, Man, and Cybernetics, Part C (Applications
and Reviews). doi:10.1109/TSMCC.2007.905819. 2

[CMF96] CHOU C.-C., MADHAVAN D., FUNK K.: Studies of cockpit
task management errors. The International Journal of Aviation Psychol-
ogy 6, 4 (1996), 307–320. 2

[DTCR10] DEHAIS F., TESSIER C., CHRISTOPHE L., REUZEAU F.:
The Perseveration Syndrome in the Pilot’s Activity: Guidelines and Cog-
nitive Countermeasures. In Human Error, Safety and Systems Develop-
ment (Berlin, Heidelberg, 2010), Palanque P., Vanderdonckt J., Winck-
ler M., (Eds.), Lecture Notes in Computer Science, Springer, pp. 68–80.
doi:10.1007/978-3-642-11750-3_6. 2

[ECdW18] EISMA Y. B., CABRALL C. D., DE WINTER J. C.: Visual
sampling processes revisited: Replicating and extending senders (1983)
using modern eye-tracking equipment. IEEE Transactions on Human-
Machine Systems 48, 5 (2018), 526–540. 2

[End00] ENDSLEY M.: Situation awareness analysis and measurement,
chapter theoretical underpinnings of situation awareness. A Critical Re-
view (Jan. 2000), 3–33. 2

[GSA20] GOLLER F., SCHOEBERL T., ANSORGE U.: Testing the top-
down contingent capture of attention for abrupt-onset cues: Evidence
from cue-elicited n2pc. Psychophysiology 57, 11 (2020), e13655. 2

[HKA∗18] HOOEY B. L., KABER D. B., ADAMS J. A., FONG T. W.,
GORE B. F.: The Underpinnings of Workload in Unmanned Vehicle Sys-
tems. IEEE Transactions on Human-Machine Systems 48, 5 (Oct. 2018),
452–467. Conference Name: IEEE Transactions on Human-Machine
Systems. doi:10.1109/THMS.2017.2759758. 3

[KKKH10] KWON S., KIM C., KIM S., HAN S. H.: Two-mode target
selection: Considering target layouts in small touch screen devices.
International Journal of Industrial Ergonomics 40, 6 (Nov. 2010), 733–
745. Number: 6. URL: https://www.sciencedirect.
com/science/article/pii/S0169814110000703,
doi:10.1016/j.ergon.2010.06.006. 2

[Lam15] LAMBIE A. J.: Directing attention in an augmented reality en-
vironment: an attentional tunneling evaluation. Rochester Institute of
Technology, 2015. 3

[Lav10] LAVIE N.: Attention, distraction, and cognitive control under
load. Current Directions in Psychological Science 19, 3 (2010), 143–
148. URL: https://doi.org/10.1177/0963721410370295,
arXiv:https://doi.org/10.1177/0963721410370295,
doi:10.1177/0963721410370295. 2

[LHFV04] LAVIE N., HIRST A., FOCKERT J., VIDING E.: Load The-
ory of Selective Attention and Cognitive Control. Journal of experimen-
tal psychology. General 133 (Sept. 2004), 339–54. doi:10.1037/
0096-3445.133.3.339. 2

[LRB∗11] LIVINGSTON M., ROSENBLUM L., BROWN D., SCHMIDT
G., JULIER S., BAILLOT Y., SWAN J., AI Z., MAASSEL P.: Military
Applications of Augmented Reality. July 2011, pp. 671–706. doi:
10.1007/978-1-4614-0064-6_31. 1

[LWWL18] LIN M.-S., WU J. C.-H., WU H.-S., LIU J. K.-
C.: Augmented Reality-Assisted Single-Incision Laparoscopic
Adrenalectomy: Comparison with Pure Single Incision Laparo-
scopic Technique. Urological Science 29, 3 (June 2018), 156.
URL: https://journals.lww.com/ursc/fulltext/
2018/29030/augmented_reality_assisted_single_
incision.8.aspx, doi:10.4103/UROS.UROS_3_18. 1

[MGG16] MURPHY G., GROEGER J. A., GREENE C. M.: Twenty
years of load theory—Where are we now, and where should we go
next? Psychonomic Bulletin & Review 23, 5 (Oct. 2016), 1316–1340.
URL: https://doi.org/10.3758/s13423-015-0982-5,
doi:10.3758/s13423-015-0982-5. 2

[OLKK19] ORLOSKY J., LIU C., KALKOFEN D., KIYOKAWA K.:
Visualization-guided attention direction in dynamic control tasks. In
2019 IEEE International Symposium on Mixed and Augmented Real-
ity Adjunct (ISMAR-Adjunct) (2019), pp. 372–373. doi:10.1109/
ISMAR-Adjunct.2019.000-9. 4

[Ped23] PEDRET K.: An Online Platform for Manipulating and
Understanding Attentional Tunneling: The Development and Assess-
ment of CogLog 2.0. Thesis, Mar. 2023. Accepted: 2023-03-
13T15:06:12Z. URL: https://tspace.library.utoronto.
ca/handle/1807/126817. 2

[PR97] PARASURAMAN R., RILEY V.: Humans and Automa-
tion: Use, Misuse, Disuse, Abuse. Human Factors 39, 2 (June
1997), 230–253. Publisher: SAGE Publications Inc. URL:
https://doi.org/10.1518/001872097778543886,
doi:10.1518/001872097778543886. 1

[Pri16] PRINET J.: Attentional Narrowing: Triggering, Detecting and
Overcoming a Threat to Safety. Thesis, 2016. Accepted: 2017-
01-26T22:18:09Z. URL: http://deepblue.lib.umich.edu/
handle/2027.42/135773. 3, 7

© 2024 The Authors.
Proceedings published by Eurographics - The European Association for Computer Graphics.

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2710490/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2710490/
https://doi.org/10.1007/s00464-008-0144-1
https://doi.org/10.1145/1559755.1559757
https://doi.org/10.1145/1559755.1559757
https://doi.org/10.1145/1559755.1559757
https://www.sciencedirect.com/science/article/pii/S0141938221000433
https://www.sciencedirect.com/science/article/pii/S0141938221000433
https://doi.org/10.1016/j.displa.2021.102032
https://doi.org/10.1109/TSMCC.2007.905819
https://doi.org/10.1007/978-3-642-11750-3_6
https://doi.org/10.1109/THMS.2017.2759758
https://www.sciencedirect.com/science/article/pii/S0169814110000703
https://www.sciencedirect.com/science/article/pii/S0169814110000703
https://doi.org/10.1016/j.ergon.2010.06.006
https://doi.org/10.1177/0963721410370295
http://arxiv.org/abs/https://doi.org/10.1177/0963721410370295
https://doi.org/10.1177/0963721410370295
https://doi.org/10.1037/0096-3445.133.3.339
https://doi.org/10.1037/0096-3445.133.3.339
https://doi.org/10.1007/978-1-4614-0064-6_31
https://doi.org/10.1007/978-1-4614-0064-6_31
https://journals.lww.com/ursc/fulltext/2018/29030/augmented_reality_assisted_single_incision.8.aspx
https://journals.lww.com/ursc/fulltext/2018/29030/augmented_reality_assisted_single_incision.8.aspx
https://journals.lww.com/ursc/fulltext/2018/29030/augmented_reality_assisted_single_incision.8.aspx
https://doi.org/10.4103/UROS.UROS_3_18
https://doi.org/10.3758/s13423-015-0982-5
https://doi.org/10.3758/s13423-015-0982-5
https://doi.org/10.1109/ISMAR-Adjunct.2019.000-9
https://doi.org/10.1109/ISMAR-Adjunct.2019.000-9
https://tspace.library.utoronto.ca/handle/1807/126817
https://tspace.library.utoronto.ca/handle/1807/126817
https://doi.org/10.1518/001872097778543886
https://doi.org/10.1518/001872097778543886
http://deepblue.lib.umich.edu/handle/2027.42/135773
http://deepblue.lib.umich.edu/handle/2027.42/135773


E. Peillard, C. Cunin, G. Coppin & T. Duval / A Study on Improving Attention Redirection in Complex Systems Using Augmented Reality Cues 9 of 9

[SEMLCJ11] SANTIAGO-ESPADA Y., MYER R. R., LATORELLA
K. A., COMSTOCK JR J. R.: The multi-attribute task battery ii (matb-ii)
software for human performance and workload research: A user’s guide.
Tech. rep., NASA, 2011. 3

[SKG∗21] SYIEM B. V., KELLY R. M., GONCALVES J., VELLOSO E.,
DINGLER T.: Impact of task on attentional tunneling in handheld aug-
mented reality. In Proceedings of the 2021 CHI Conference on Hu-
man Factors in Computing Systems (New York, NY, USA, 2021), CHI
’21, Association for Computing Machinery. URL: https://doi.
org/10.1145/3411764.3445580, doi:10.1145/3411764.
3445580. 2

[SLID20] SAINT-LOT J., IMBERT J.-P., DEHAIS F.: Red alert: a cog-
nitive countermeasure to mitigate attentional tunneling. In Proceedings
of the 2020 CHI Conference on Human Factors in Computing Systems
(2020), pp. 1–6. 3

[SOT08] SCHREIJ D., OWENS C., THEEUWES J.: Abrupt onsets capture
attention independent of top-down control settings. Perception & Psy-
chophysics 70, 2 (Feb. 2008), 208–218. URL: https://doi.org/
10.3758/PP.70.2.208, doi:10.3758/PP.70.2.208. 2

[WA09] WICKENS C. D., ALEXANDER A. L.: Attentional
Tunneling and Task Management in Synthetic Vision Dis-
plays. The International Journal of Aviation Psychology 19, 2
(Mar. 2009), 182–199. Number: 2 Publisher: Taylor & Fran-
cis _eprint: https://doi.org/10.1080/10508410902766549. URL:
https://doi.org/10.1080/10508410902766549,
doi:10.1080/10508410902766549. 1, 2

[WAH∗04] WICKENS C. D., ALEXANDER A. L., HORREY W. J.,
NUNES A., HARDY T. J.: Traffic and flight guidance depiction on a
synthetic vision system display: The effects of clutter on performance
and visual attention allocation. In Proceedings of the Human Factors
and Ergonomics Society Annual Meeting (2004), vol. 48, SAGE Publi-
cations Sage CA: Los Angeles, CA, pp. 218–222. 3

[WC21] WICKENS C. D., CARSWELL C. M.: Information processing.
Handbook of human factors and ergonomics (2021), 114–158. 2

[WGH∗17] WICKENS C. D., GOH J., HELLEBERG J., HORREY W. J.,
TALLEUR D. A.: Attentional models of multitask pilot performance
using advanced display technology. In Human Error in Aviation. Rout-
ledge, 2017, pp. 155–175. 2

[Wic21] WICKENS C.: Attention: Theory, Principles, Models and
Applications. International Journal of Human–Computer Interaction
37, 5 (Mar. 2021), 403–417. Number: 5 Publisher: Taylor & Fran-
cis _eprint: https://doi.org/10.1080/10447318.2021.1874741. URL:
https://doi.org/10.1080/10447318.2021.1874741,
doi:10.1080/10447318.2021.1874741. 2

[WM19] WICKENS C. D., MCCARLEY J. S.: Applied Attention
Theory. CRC Press, Boca Raton, Apr. 2019. doi:10.1201/
9780429059261. 2

[Wol20] WOLFE J.: Guided search 6.0: An upgrade with five forms of
guidance, three types of functional visual fields, and two, distinct search
templates. Journal of Vision 20, 11 (2020), 303–303. 2

[WWR∗23] WARDEN A. C., WICKENS C. D., REHBERG D., OR-
TEGA F. R., CLEGG B. A.: Fast, Accurate, but Sometimes Too-
Compelling Support: The Impact of Imperfectly Automated Cues in
an Augmented Reality Head-Mounted Display on Visual Search Per-
formance, Mar. 2023. Issue: arXiv:2303.14300 arXiv:2303.14300
[cs]. URL: http://arxiv.org/abs/2303.14300, doi:10.
48550/arXiv.2303.14300. 3

[YMWB03] YEH M., MERLO J. L., WICKENS C. D., BRANDENBURG
D. L.: Head Up versus Head Down: The Costs of Imprecision, Unrelia-
bility, and Visual Clutter on Cue Effectiveness for Display Signaling. Hu-
man Factors 45, 3 (Sept. 2003), 390–407. Number: 3 Publisher: SAGE
Publications Inc. URL: https://doi.org/10.1518/hfes.45.
3.390.27249, doi:10.1518/hfes.45.3.390.27249. 3

© 2024 The Authors.
Proceedings published by Eurographics - The European Association for Computer Graphics.

https://doi.org/10.1145/3411764.3445580
https://doi.org/10.1145/3411764.3445580
https://doi.org/10.1145/3411764.3445580
https://doi.org/10.1145/3411764.3445580
https://doi.org/10.3758/PP.70.2.208
https://doi.org/10.3758/PP.70.2.208
https://doi.org/10.3758/PP.70.2.208
https://doi.org/10.1080/10508410902766549
https://doi.org/10.1080/10508410902766549
https://doi.org/10.1080/10447318.2021.1874741
https://doi.org/10.1080/10447318.2021.1874741
https://doi.org/10.1201/9780429059261
https://doi.org/10.1201/9780429059261
http://arxiv.org/abs/2303.14300
https://doi.org/10.48550/arXiv.2303.14300
https://doi.org/10.48550/arXiv.2303.14300
https://doi.org/10.1518/hfes.45.3.390.27249
https://doi.org/10.1518/hfes.45.3.390.27249
https://doi.org/10.1518/hfes.45.3.390.27249

