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Abstract

Designs for decorative surfaces, such as flooring, must cover several square meters to avoid visible repeats. While the use of desktop systems is feasible to support the designer, it is challenging for a non-domain expert to get the right impression of the appearances of surfaces due to limited display sizes and a potentially unnatural interaction with digital designs. At the same time, large-format editing of structure and gloss is becoming increasingly important. Advances in the printing industry allow for more faithful reproduction of such surface details. Unfortunately, existing systems for visualizing surface designs cannot adequately account for gloss, especially for non-domain experts. Here, the complex interaction of light sources and the camera position must be controlled using software controls. As a result, only small parts of the data set can be properly inspected at a time. Also, real-world lighting is not considered here. This work presents a system for the processing and realistic visualization of large decorative surface designs. To this end, we present a tabletop solution that is coupled to a live 360° video feed and a spatial tracking system. This allows for reproducing natural view-dependent effects like real-world reflections, live image-based lighting, and the interaction with the design using virtual light sources employing natural interaction techniques that allow for a more accurate inspection even for non-domain experts.

CCS Concepts

• Human-centered computing → Visualization systems and tools; Visualization design and evaluation methods; • Computing methodologies → Mixed / augmented reality; Reflectance modeling;

1. Introduction

Designs of decorative surfaces, such as for laminate production or wall panels, are several square meters in size. For the development of a new design, a physical template like a wooden board is scanned. In the process, color and texture information is stored. In a second step, based on the scan and with the data generated there, the final decor is created. Usually, this is an iterative design process. The raw data is intensively processed, knotholes are retouched and color values are adjusted. The surface’s structure, represented as a gray value image, also changes in the process. To check the retouching, the designer loads all the input data into the visualization software. There, he can view the result in 3D from different angles and select special lighting configurations to examine the gloss behavior of the created design. While this process is feasible for an expert, it is hard to get an idea of all the fine details, structures, and behavior of the gloss for an inexperienced user from a desktop setup alone. For these users, a visualization of a design on a
monitor is usually not sufficient to convey the appearance of a surface properly. However, advances in the printing industry allow for more faithful reproduction of fine structures and gloss. As a result, it is becoming increasingly important for non-domain experts, such as interior designers or the average homeowner.

The appearance of glossy surfaces depends on the viewer’s point of view, the illumination type, as well as the position of the light source(s). Since many gloss interactions such as Fresnel effects only occur at very flat viewing angles, the designer adjusts the parameters for viewing the design via a graphical user interface. Here, the virtual object is usually aligned with the virtual camera so that relatively few pixels represent the object. As a result, details might get lost.

In order to tackle the aforementioned limitations and challenges, we propose an interactive tabletop system that uses a tracking system to detect the position and viewing direction of a user moving freely in space, as well as the position and direction of tangible proxy objects acting as virtual light sources. The system is designed to assist designers in inspecting new decor designs to identify potential inconsistencies in the interaction of color, texture, and gloss at an early stage. It also allows customers to get a better picture of a design of a larger surface. Compared to the interaction with a PC via mouse, keyboard, and a simple PC screen, an interactive environment allows a low-threshold approach when inspecting decor designs e.g. for flooring or furniture panels. In addition, our system is coupled to a 360° camera that captures the real illumination of the room for image-based lighting (IBL). To this end, a rendering component is introduced that generates a realistic representation of large format designs, taking into account the interplay of lighting, structure, color, and gloss.

In summary, this work makes the following contributions:

- Design considerations for tabletop systems for the inspection of glossy and structured decorative surfaces.
- A discussion of tracking systems to capture the user’s head position, gaze and positions, and orientation of virtual light sources for tabletop systems.
- Rendering components for decorative surfaces with real-time image-based lighting from 360° video streams.

2. Related Work

Quick and efficient decisions are required in digital product development. These decisions are often made in so-called design reviews. Design reviews usually take place on an interdisciplinary [FE99] basis and make an important contribution to quality assurance. In addition to quality assurance, design reviews accelerate the incremental development process. In comparison to a physical preview approach in a product design, a virtual design review process can reduce cost and time during the development process [SK97]. Extended reality methods show their potential since decades [MK06, STSM07, MSP11]. Most system target collaborative experiences [BFSEN06, WD08, OC21].

In the following section, we provide an overview of the main fields of research related to our system: tabletop displays, tracking hardware, and integration of real-world lighting.

**Tabletop displays**: Tabletop refers to a horizontally aligned display device that usually implement a wide variety of interaction options. Users can manipulate virtual content through touch, gestures, external devices, or hand-held objects. One of the first prototypes of a tabletop was the DigitalDesk [We93]. A projector projects a virtual desktop onto a desk. Optical and acoustic tracking of fingers allows interaction with virtual content. The work by Fitzmair et al. [FIB95] use real objects, called bricks, as input devices for a tabletop. Bricks can manipulate or perform actions on virtual objects coupled with them. The Responsive Workbench [KF94] is Virtual Reality environment with a stereoscopic horizontal projection table. It is mainly used for 3D data. Later it has been extended with a vertical projection to expect larger 3D volumes, like in [Hin01]. The metaDESK system [U97] uses a variety of sensors to explore a wide range of interactions with objects. Mitsubishi’s tabletop [DL01] enables multiple people to collaborate. The device features multi-touch and can identify up to four different users during interaction. The Surface 1.0, introduced by Microsoft and Samsung in 2007, features a display with multi-touch, gesture control, and the ability to include real objects in the interaction. In 2011, a new edition Microsoft Surface 2.0 appeared. These devices are now sold under the name PixelSense. Spindler et al. [SBD12] use a tabletop to display information. Multiple users can have sections of a large display projected onto a hand-held local display. Depending on the user’s head position, a three-dimensional mapping of the information to the user takes place. In contrast, we do not focus on an interaction with the surface itself, e.g. via touch. Our intended use-case is centered around a tabletops ability to display rendered images that allow users to circle around the installation [HHS17].

**Tracking hardware**: In order to render and interact with the surface design a tracking system must be used. This can be done in a wide variety of ways. In the following, the focus is on optical tracking systems, as the use of the other technologies leads to restrictions in one way or another. Magnetic and acoustic systems only achieve sufficient accuracy at a short distance [Men11]. Inertial sensors use acceleration and rotation rate sensors which can lead to deviations over time [KHS17].

Optical tracking systems are based on the processing of recordings by an optical sensor, such as a camera. These systems can be categorized by using existing markers or by relying on the location of the sensors [LKM17, p. 205]. A very precise tracking can be achieved with motion capturing systems using retro-reflective markers [TR20]. Unfortunately, motion capturing systems require special hardware and a complex setup. On the other hand, these systems enable very precise tracking with low latencies. Another possibility is the use of depth cameras. These can generate a depth matrix of the recorded scene with structured light, time of flight technology, or from stereo cameras. The processed depth information allows to determine the positions or poses of objects, people, and parts of the body [HBM13]. Renowned representatives are the Kinect/Azure cameras from Microsoft [TDCH21] and Intel’s Realsense [KIWGIB17]. Also, methods are available that try to estimate the pose of humans from single images and videos. Usually, the extracted positions are 2D coordinates in image space. However, the three-dimensional positions of a human can also be derived. Current single camera methods extract 2D positions and 3D poses from image sequences in real-time [SB1K16]. Unfortunately,
the approaches to determine three-dimensional position data of the recognized person are relative to the recording camera. The absolute position is imprecise and shows high fluctuations [MSM*20]. We found that these systems significantly benefit from high resolution input that is challenging to provide from a live $360^\circ$ camera feed.

An active tracking solution are Steam’s Lighthouses [ABB*19, WPB*20, NLL17, SLS20]. Such a system consists of several base stations, which emit synchronized light sweeps. The active trackers record the light pulses and determine their position in relation to the base stations. Inertial measurement units (IMUs) are built into the worn devices, which generate new position data at high frequencies. The base stations are used as error correction for the IMUs [BSC*18]. We think that Steam’s lighthouses can be a useful way to track the user and the virtual light sources in our system. However, many base stations are needed to prevent tracking imprecision due to occlusions. In this case, the costs for this solution increases – potentially to a point where they are on par with a tailored motion capturing solution. In addition, the required trackers are active devices that have a certain weight and need charged batteries.

**Image-based lighting**: Realistic lighting is an important key for visual perception. As such it can dramatically increase the perceived quality of synthesized images and allows for a more visually faithful embedding of synthesized and real-world views [SS06, Ant19]. To inspect digitized surfaces, capturing and reproducing the natural lighting can significantly influence its appearance [YFKM19].

In [Deb05] Debevec shows IBL in four basics steps: capturing real-world illumination as an HDR image, mapping illumination into an environment representation, placing 3D objects into a scene, and finally, simulate the light from environment illumination to shade the objects. IBL is a common lighting technique in photorealistic rendering systems and game engines [Kar13, Bjo04].

Most similar to our approach is the preprocessing-free technique by Iorns et al. [IR16]. They use a $360^\circ$ video capture system to record the surroundings and use the recordings for IBL. As IBL requires high-dynamic range (HDR) content, they use an inverse tone mapping procedure to boost the low-dynamic range (LDR) camera output to HDR. Another preprocessing-free technique is the work by Rhey et al. [RPC17] that uses $360^\circ$ video IBL for HMDs. Both approaches differ from our technique. In contrast, we use Spherical Harmonics in a preprocessing step, to balance visual quality and computational complexity. Spherical Harmonics have been used for $360^\circ$ video and IBL by Michiels et al. [MJPB14]. However, their technique is used in a structure from motion approach for surface reconstruction. Also, we use a dual-paraboloid mapping to support the computation for the specular component [Bjo04].

Rendering decorative surfaces with IBL requires material descriptions suitable for physically-based rendering (PBR materials). Here, several techniques have been developed [HMB*20]. Note that our work is not agnostic to any PBR material descriptions [Wyn00]. However, since our material scanners cannot provide all maps as e.g. used in a Principle BRDF model [Bur12] or in NVIDIA’s MDL [Cor20], we restrict ourselves to metalness-roughness Cook-Torrance description with GGX-based importance sampling [WMLT07].

### 3. Tabletop Platform

In this section, we present a couple of design considerations for our system. A schematic of the final system is illustrated in fig. 2. The proposed system consists of a screen unit, a tracking system, and two computers to drive the visualization, capture the tracking input and process the $360^\circ$ video stream. This setup enables the user to view designs from all sides. The design is rendered and displayed on the screen unit, taking into account the correct shading, depending on the position of the viewer. Unlike a vertically aligned display, a tabletop-like structure allows viewing from any front-facing direction. The free-standing system can be circled by users and viewed from different heights.

The central element is the system’s horizontally mounted display. As display technology, a rear-projection system, an LCD panel, or an OLED screen was considered. We tested each technology in terms of resolution, display glare, brightness and contrast stability, black levels, chromaticity shift, and constructed prototypes. Our initial prototype consisted of a rear-projection system. Here, the fewest issues with display glare were encountered. However, it failed to reproduce black levels, brightness, and contrast accurately. The DLP system also showed severe artifacts concerning a chromaticity shift at high viewing angles. Next, we evaluated the OLED display technology. However, no OLED displays were available that did not suffer from severe display glare. Reducing glare is a general challenge for the OLED display technology [KWPZ17]. New coating technologies are promising in that field [LWZ*10, LXP*19]. Hence, a high-resolution flat-screen TV with an QLED VA LCD panel serves as the screen unit for our prototype. Choosing the VA panel instead of an IPS panel, is based on the higher overall brightness and contrast values of the VA technology [KS11]. These properties are central to further counteract display glare, albeit, VA technology is inferior in terms of chromaticity shift at high viewing angles. The television set is mounted horizontally with the help of a construction made of aluminum profiles at a comfortable working height for the user. In later iterations, the construction will be motorized to be able to alter the height of the tabletop.

### 4. Interaction

In order to visualize the realistic appearance and gloss of a surface in a virtual environment, the position and gaze of the user, as well as the position and directions of light sources, must be known. While the system incorporates the environmental light using a $360^\circ$ recording (see section 5), we also want the users to be able to place virtual light sources for a close inspection of surface details. To this end, we use a professional OptiTrack motion capturing system as a reference for our experiments. A controller-like tangible serves as virtual light sources. The user wears a helmet with retro-reflective markers to record the position and gaze. Admittedly, we think that tracking the users without a marker is desirable because the user does not have to carry any additional equipment. Also, the OptiTrack system is an outside-in system, where tracking cameras need to be placed around the installation. This leads to a more complex setup. Ideally, for our system, tracking should work with a single tracking installation directly above the display. For that reason, we tested several other tracking techniques. The tests included Mi-
crosoft’s Azure Kinects, Steam’s lighthouses, and various 3D pose estimation frameworks using the 360° camera.

The initial tests were performed with Microsoft’s Azure Kinects. While the tracking precision for the users was sufficient, we needed to star-mount at least six Azure Kinects to cover the full 360°. The Kinects need to be synchronized and computational requirements for such a setup are high. Besides, Azure Kinects do not allow for tracking any tangible objects that we need to represent our virtual light sources. Hence, a second tracking system must be installed. For that reason, we tested the SteamVR Lighthouses, which we found to provide a good balance between setup requirements and precision. However, some compromises have to be made in terms of potential occlusions when tracking objects and users with only a few lighthouses.

We have already installed a 360° camera that records the surrounding. Ideally, this is enough to track the position of the user. After undistorting the camera images, we experimented with the work by Osokin [MSM+18], Wrnch.ai [Wrm01], XNect [MSM+20], and PoseNET [KGC15]. Unfortunately, tracking was not precise enough (avg. error >20cm) and was unstable in general. While most methods worked quite well on regular video footage, the low camera resolution (FullHD from a Ricoh Theta S) was too challenging for the tested approaches.

Eventually, we continued to use OptiTrack as our primary tracking solution. However, for such an outside-in solution the relative position of the display is not known in advance. This knowledge is important to perform correct lighting calculations. Hence, users need to perform a registration process. The user places a 3D-printed object, which can be detected by the tracking system, sequentially in the corners of the display. The system records position and rotation at the appropriate point. From this data, the position and orientation of the screen unit can be determined.

When editing designs for decorative surfaces, a designer must edit multiple layers (e.g. diffuse albedo, displacement, roughness, specularity/metallicness) at once. This is a challenging process, e.g., when retouching knotholes in designs for floorings. Using our system the user can circle the installation and freely move the light source to check for potential inconsistencies in the design and the different layers with a close-up inspection. Here, having only one fixed light source or view can be problematic, as inconsistencies are more likely to be noticed if both can be changed dynamically and simultaneously. At the same time, the integration of IBL allows for a faithful reproduction of the surfaces appearance under natural lighting conditions.

5. Integration of Real-World Lighting

Besides using virtual light sources, one of our goals is to create the illusion of embedding real-world light in our synthesized images. Users can change the lighting as naturally as possible, can work with reflections from the surrounding, and, generally, get the impression of dealing with the physical material itself and not just a digital reproduction. To this end, a live feed of a 360° video camera is used to capture the surrounding. Processing steps are applied to each frame before they are used to light the virtual scene. This way and in combination with PBR materials of the decorative surface designs, a realistic surface appearance can be achieved and maintained during the inspection and the lighting is updated in real-time.

Figure 3 shows a system overview of the 360° camera image processing. The total pre-computation and rendering runtime should stay as low as possible to satisfy real-time requirements. We designed the system to balance the run time required for the pre-computation and the rendering time per frame. In this section we investigate fig. 3 bottom-up. First, we show how to split the IBL equation into the diffuse and specular part. Following, we explain the lighting model and how its performance is increased with the split sum technique introduced by Karis et al. [Kar13]. Along that way, each pre-computation step is explained, both presenting the technical implementation, alongside some theoretical backgrounds that speed up the overall computation time.

In order to model the surface properties, we use a Lambertian

---

**Figure 2:** A system overview of the proposed setup. A horizontal display is combined with a 360° video camera, that is used to capture the surrounding light information. The position and gaze of the user, the position of the display and tangibles that can be used as virtual light sources are tracked using an optical tracking system. This allows for computing user-dependent specular reflections in the virtual scene.

**Figure 3:** A system overview of a real-time realistic adaptive lighting system. First, a 360° image is fetched from the camera system. Next, a Spherical Harmonics (SH) pre-computation is used for diffuse part and a Dual-Paraboloid pre-computation is used to prepare the data for importance sampling the specular part. Finally, both data streams are the combined to the IBL lighting system.
model for the diffuse part (eq. (1)).

\[ L_{\omega,\text{diffuse}}(p, \omega_i) = \frac{\rho}{\pi} \int_{\omega \in \Omega} L_i(p, \omega_i) n \cdot \omega_d d\omega \]

(1)

Here, the constant \( \rho \) is the albedo value on a surface point \( p \). The diffuse part is the weighted integral of all incident radiance values. Hence, only the surface irradiance needs to be considered. We speed-up the irradiance computation using Spherical Harmonics (see section 5.1) in order to render the diffuse component (see section 5.2).

For the specular part, the Cook-Torrance model is used (see eq. (2)).

\[ f_{\text{Cook-Torrance}}(\omega_i, \omega_o) = \frac{D(h) F(\omega_i, h) G(\omega_o, \omega_i, h)}{4(n \cdot \omega_i)(n \cdot \omega_o)} \]

(2)

Here, \( h \) is a half-vector \( h = \frac{1}{2}(n + \omega_o) \). The function \( D(h), F(\omega_i, h) \), and \( G(\omega_o, \omega_i, h) \) model the microfacets normal distribution, the Fresnel and self-shadowing geometry terms respectively. Equation (3) is used to weight incoming radiance values to determine the specular part. However, these weights now have a directional dependence that is modeled by eq. (2). To evaluate them, importance sampling and a dual-parabolic approximation are used (see section 5.3).

\[ L_{\omega,\text{specular}}(p, \omega_i) = \int_{\omega \in \Omega} L_i(p, \omega_i) f_{\text{Cook-Torrance}}(\omega_i, \omega_o) n \cdot \omega_d d\omega \]

(3)

5.1. Spherical Harmonics Irradiance Representation

Using a Lambertian BRDF, the integral presented in eq. (1) is only dependent on the incoming radiance. However, when using IBL, this integral needs to be computed for each new 360° camera frame. In static scenes like in some video games, game engines precompute these integrals, by convoluting the environment map with a cosine weighted kernel. The resulting map is often called an irradiance map. Unfortunately, convolving every new camera frame is a huge performance penalty and dramatically increases the total run time. The convolution in a image space has a complexity of \( O(w_{env} \cdot h_{env} \cdot w_{irr} \cdot h_{irr}) \), where \( w_{env}, h_{env} \) are width and height of rectangular environment map, and \( w_{irr} \) and \( h_{irr} \) are width and height of rectangular irradiance map. Hence, it is not feasible to use it to process live camera data at high resolutions. Instead, we rely on a technique presented by Ramamoorthi and Hanrahan [RH01] that we have ported to the GPU. Here, the idea is to convolve an environment map in frequency space, taking only low frequencies. Spherical Harmonics (SH) are used for a fast frequency decomposition [Slo08]. This is similar to using a Fourier transform.

The spherical function can be represented by SH. The latter are defined as a set of real orthogonal functions which are formed out of orthogonal basis functions \( y^n_{\ell m}(\theta, \phi) \), where \( l \leq 0 \) and \(-l \leq m \leq l \). Each basis consists of bands, where each band is referenced by an index \( l \). Each band contains \( 2l + 1 \) polynomial functions of degree \( m \). SH of order \( n \) contain all basis functions from degree 0 to \( n - 1 \). For irradiance convolution third-order SH can be used. These can be described with 9 parameters \( f^n_l \) using 9 basis functions. Their parameters can be computed by integrating the function \( f(s) \) against the basis functions

\[ f^n_l = \int_{s \in \Sigma} f(s) y^n_{\ell m}(s) ds \]

(4)

Going back to a spatial domain, the approximated function should be reconstructed out of SH parameters. The reconstruction of \( f(s) \) is approximated by

\[ f(s) \approx \sum_{l=0}^{n-1} \sum_{m=-l}^{l} f^n_{\ell m}(s) y^n_{\ell m}(s) \]

(5)

The frequency space representation allows for a faster convolution of the spherical functions. The convolution operator with a circular symmetric kernel function is denoted \( h(s) \). With this, the convolution is done in the frequency domain, directly on SH coefficients using

\[ (h \ast f)^n_l = \sqrt{\frac{4\pi}{2l + 1}} \hat{h}_l \hat{f}_l \]

(6)

These equations build the foundation for the diffuse lighting computations.

5.2. Diffuse Lighting Computation

The computation of SH is divided into three steps, a transform, an integration part and finally a convolution part (cf. fig. 3). Each step is executed on GPU by a compute shader pass. After fetching the environment map from the 360° camera, it is transformed using equation (4). The next SH integration stage is a reduction process. Values are summed up for each SH coefficient. Here, a parallel reduction is performed on the GPU. Important to note is that SH transformation is executed for each channel of the environment map, and having SH of the third order, 27 coefficients are obtained as a result – 9 coefficients for each channel. Afterwards, the function is transformed to the frequency domain and a convolution operator presented in eq. (6) can be applied. As a kernel function, a SH approximated cosine weighted function is used

\[ h(s) = n \cdot s = \max(\cos(\theta), 0) \approx \sum_{l} \hat{h}_l \hat{f}_l \]

(7)

Because the function \( h(s) \) has a rotational symmetry, a SH representation has only one non-zero coefficient \( h^0_1 \) per band [Slo08]. These coefficients can be used to convolute the original function \( f \) by applying \( h^0_1 \) in eq. (6). This way we obtain the irradiance \( e(s) \) in the frequency domain

\[ e^n_l = \hat{h}_1 \hat{f}_l \]

(8)

with

\[ \hat{h}_1 = \sqrt{\frac{4\pi}{2l + 1}} \]

(9)

As it can be seen, \( \hat{h}_1 \) is constant and thus needs to be precomputed only once. In our approach \( e^n_l \) are also computed on the GPU and even if this needs only one shader invocation. This way, we don’t need synchronize previous computation stages with CPU, and the overall performance increases. Also, for fast evaluation, the values are transformed into a matrix form similar to Ramamoorthi and Hanrahan [RH01]. This results in three 4x4 matrices, with one distinct matrix for one RGB color channel.
5.3. specular lighting computation

The main difficulty in specular lighting is to avoid a lot of time-consuming pre-computations. However, modern real-time IBL approaches usually use prefiltered reflection probes [Kar13]. In a prefiltering implementation, it is common to store prefiltered environment maps into mipmapmed cubemaps, and each mip level stores a filtered map with a different roughness applied to a kernel – e.g. mip level 0 stores glossy reflections, not applying prefiltering at all, and for successive mip level the roughness for kernel get increased. This approach produces high-quality IBL maps, but requires a lot of pre-computation as filtering is computationally demanding. Specifically for our system, this would require precomputing it for each fetched frame from the 360° camera. However, precomputing the mipmap levels is a matter of several milliseconds and hence not suitable for our real-time requirements. Hence, in order to reduce pre-computation for each captured frame, an importance sampling technique is applied [CK07]. By computing the integral of eq. (3), more contributing directions are selected, dependent on a distribution term \( D(h) \) in the Cook-Torrance computation (see eq. (2)). To get better-distributed samples, an inverse cumulative distribution function (CDF) of \( D(h) \) is applied on a finite number of uniformly distributed samples [PH16, chp. 13.3.1].

In a lighting stage, multiple uniformly distributed random variables are selected and for each random value importance sampling is applied to evaluate the lighting equations. This Monte Carlo integration enables to obtain an approximation of eq. (3). Unfortunately, approximating the \( L_i(p, \omega_i) \) term in this manner produces strong aliasing as visible noise when using a low amount of samples. While this reduces run times for the pre-computation, many samples need to be computed when rendering the image itself. To reduce sampling costs, we apply the Dual-Paraboloid Map technique by Björke [Bjo04]. Here, we extent the original formulation for a Phong BRDF to our GGX-based model. A Dual-Paraboloid map represent an environment map with two distorted textures, one for a upper hemisphere and one for a lower hemisphere. Also, a Dual-Paraboloid map has some overlap between hemispheres. This representation allows for an efficient MipMap generation. From this, importance sampling can obtain prefiltered samples with a dramatically reduced noise at low sampling densities. Additionally, the splitting sum approximation by Karis et al. [Kar13] is applied. Their main idea is to split the Monte Carlo representation of eq. (3) into two sums:

\[
\int_{\omega \in \Omega} L_i(p, \omega) f(\omega, \omega_i)n \cdot \omega_i d\omega_i \approx \frac{1}{N} \sum_{k=1}^{N} L_i(p, \omega_k)f(\omega_k, \omega_i)n \cdot \omega_k
\]

where \( f \) is a BRDF and \( p_{pdf} \) is Probability Density Function (PDF) of a BRDF. Now both components can be approximated independently.

\[
\frac{1}{N} \sum_{k=1}^{N} L_i(p, \omega_k)f(\omega_k, \omega_i)n \cdot \omega_k \approx \left( \frac{1}{N} \sum_{k=1}^{N} L_i(p, \omega_k) \right) \left( \frac{1}{N} \sum_{k=1}^{N} p_{pdf}(\omega_k, \omega_i)n \cdot \omega_k \right)
\]

The first sum is computed using the Dual-Paraboloid Map approach. And the second sum has no environment map-related data. It can be precomputed just once for the GGX BRDF. By factoring out a Schlick’s Fresnel approximated term, the GGX BRDF can be represented with an angle \( n \cdot \omega_k \) and roughness as a parameter. This way, the precomputed BRDF can be stored in a 2D-look-up Texture that is cheap to precompute.

Finally in the IBL evaluation, specular lighting is added to a diffuse light component, and the resulting color is fitted into a tone mapping post-processing. Now, the final image is ready to be presented on the screen.

5.4. Unity Integration

Unity (Editor) is a comprehensive development environment for developing games and other real-time applications. Extensive functionality can be added to the application using script-based components. In addition, many manufacturers offer easy-to-use integrations for Unity. This is also the case with OptiTrack and its tracking software Motive, which sends position data to the interactive environment via a network. The scripts provided by OptiTrack decode the position data sent and transform GameObjects in the scene accordingly. The virtual camera is linked to the user’s head position, which is kept up to date with the help of the tracking system and slightly offset to the user’s eye position. Also the virtual flashlight’s position and direction, is linked to a light source inside the application. The light source can be configured to resemble a spot or a point light source.

The user can walk around the screen unit and view the decor from different sides. The decor is always to be seen flat. The position of the camera of the scene results from the position of the user. With a regular perspective projection, the camera lies on the symmetry axis of the view frustum. This leads to an undesired display on the screen unit, since the view frustum is always in front of the camera and the position of the projection plane does not correspond to the position of the screen unit (see fig. 4). A generalized perspective projection allows the camera to be positioned anywhere about the screen unit [Koo08]. The projection plane is given by the screen unit which does not move. After registration, the four corner points of the screen unit are known and, offset to the front, serve as corner points of the near clipping plane of the view frustum. By specifying the new view frustum and the camera position, Unity carries out the correct projection.

The required shaders for IBL have been implemented in HLSL and are integrated using Unit’s shader graph for its high definition render pipeline. The compute shader are launched in a script and the outputs are passed on to the fragment shader. In addition, at this stage, the camera LDR frames are converted to HDR. For this the inverse tonemapping approach by Iorns et al. [IR16] is used.

6. Results and Benchmarks

Figure 1 and fig. 5 show photos of the system in action. A user interacts with the tabletop using a virtual flashlight of a virtual light source to inspect surface details. Renderings of materials under different view light conditions are presented in fig. 6. Here,
Figure 4: While computer graphics systems usually regular perspective projection (left), a tabletop display needs a generalized projection (right). Here, the image plane itself is fixed but calculations in the graphics pipeline can be performed with an arbitrary camera positions.

Figure 5: Photo of the system including a virtual light source placed on the table, the 360° camera and the tracking system. Please also note the effect of the IBL as visible gradient on the surface.

different surface structures and glossy surface details become visible. The top row shows images seen by a user that is looking at the surface from the top directly pointing the virtual light source down on the surface. Here, the distinct spot of the virtual light source becomes visible. The bottom row shows images with a camera at a 70° and the virtual light source at a 45° angle relative to the surface. Besides the virtual light source, all images are illuminated using IBL. This is especially apparent when rendering glossy surfaces just as the rusted metal (fig. 6 rightmost column).

The hardware configuration for the performance benchmarks consisted of an Intel Core i7-9700 CPU, 16GiB of RAM and a NVIDIA GeForce 2070 Super. Table 1 shows some measurements for different resolutions and each stage of the pipeline. Preprocessing an environment map with a resolution of 2048 x 1024 is about 4.7ms. Currently, most time is spend on the initial $SH$ Transform stage. Here, we are currently processing at full resolution. However, since we are mainly interested in low frequencies from the environment map, we are confident that this step’s performance can be further increased when the environment map is downsampled beforehand while maintaining visual quality. Since, the overall run time of the system is already sufficient for our needs, we refrain from doing this at the moment. After preprocessing the environment map, rendering itself is very fast. An IBL lighting forward pass is about 2.1ms when rendering our demo scenes at 4k resolution.

### Table 1: Benchmarks for the preprocessing steps of environment maps at different resolutions. All measurements are in milliseconds.

<table>
<thead>
<tr>
<th>EnvMap Resolution</th>
<th>1024x512</th>
<th>2048x1024</th>
<th>4096x2048</th>
</tr>
</thead>
<tbody>
<tr>
<td>$SH$ Transform</td>
<td>0.8458</td>
<td>3.3558</td>
<td>13.2845</td>
</tr>
<tr>
<td>$SH$ Integrate</td>
<td>0.3055</td>
<td>1.1567</td>
<td>5.5320</td>
</tr>
<tr>
<td>$SH$ Convolve</td>
<td>0.0062</td>
<td>0.0685</td>
<td>0.0056</td>
</tr>
<tr>
<td>Dual Paraboloid$^j$</td>
<td>0.0598</td>
<td>0.0845</td>
<td>0.2694</td>
</tr>
<tr>
<td>MipMap Generation$^j$</td>
<td>0.0335</td>
<td>0.0654</td>
<td>0.1892</td>
</tr>
<tr>
<td>Precompute Total</td>
<td>1.2508</td>
<td>4.6689</td>
<td>19.2807</td>
</tr>
</tbody>
</table>

$^j$ (Generation for Upper and Lower Paraboloid Map)

7. Limitations

Though we selected the display technology that reduces the display’s glare, it remains an issue. This becomes especially apparent when looking at the surface from a flat angle. Here, Fresnel reflection occurs and the display becomes mirror-like. This also prevents to correctly estimate the Fresnel behavior of the surface decor itself. One method to counteract this effect is to slightly tilt the virtual surface before the user actually reaches the flat angle. This way we can balance a mostly natural interaction and the limitations of the display technology. Besides, we achieve a higher viewing angle stability for the color representation. While our technique also supports the integration of real directed light sources, such as flashlights, these cannot be used to inspect the surface. Such light source cause significant glossy reflections on the display. Also, they cannot be considered for any close up inspections because the light is not properly captured by the camera and represented by the $SH$.

With respect to tracking, we plan to reduce the number of tracking cameras and provide a more convenient setup. Ultimately, we hope to omit outside-in tracking as this - compared to our favoured central tracking approaches - leads to higher setup costs and special rooms or mounts are required. We are currently experimenting with tracking the user’s gaze from the 360° video feed directly. Here, the biggest challenge is the feed’s relatively low resolution. Besides, a method is needed that allows for capturing the positions of the virtual light sources. Extracting information of a single 360° video feed is sub-optimal as occlusion are quite common when leaning over the surface while holding the virtual light. Also, note that we currently only support the interaction with a single user. Interestingly, we have observed that though the gloss is not displayed correct for a second user, it eases the process of discussing flaws in the design or structural abnormalities. Both users see the same image. Imperfections can be pointed out more easily. One way to support...
more than one user is to separate views by special devices like shutter glasses.

We would also like to point out possible improvements to the rendering system. Currently, extracting HDR footage from the LDR camera stream is only approximated using an inverse tonemapping operation. With a specifically designed camera SDK, it is possible to control the exposure of the video recordings on the fly. While frame rates of the camera are relatively high (>60FPS), such high frame rates are usually not required for the IBL updates. We can use this to record a multi exposure video stream, albeit at a slower frame rate (10-20FPS) This allows for extracting more accurate HDR information. Also, the 360° camera position is slightly above the surface and not on in. This can lead to a visible perspective parallax for close up views and highly specular materials. A slight reprojection of the camera material can improve upon that. Unfortunately, this can lead to reprojection artifacts. Yet, we found that decorative surfaces rarely have mirror-like reflections. For our intended use case, this is rarely becoming and issue.

8. Conclusion

This work presents a tabletop system and rendering component for the inspection of decorative surfaces. For the tabletop construction several design alternatives have been discussed. Interaction with the system is possible through a 6-DoF tracking system that captures the user’s gaze. Tracked tangible objects are used to represent virtual light sources for rendering. Also, the rendering component is coupled to a 360° video stream that allows to capture and reproduce the natural lighting on the tabletop display. Our measurements show that this reproduction can be performed with 4k video streams at very high frame rates (>50FPS). In doing so, it proves to be a useful tool for assessing the interplay of color, texture and gloss in natural environments.

9. Acknowledgements

We would like to thank the people at CRUSE Imaging System for providing us with designs and PBR materials. This work was funded by the German Federal Ministry for Economic Affairs and Energy (BMWi) as part of the ZIM program (grant no KK5018301SS0)

References


—© 2021 The Author(s)