Virtual reality application for blind people in unknown interior spaces
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Abstract

Virtual reality applications (VRA) with 3D sounds on smartphones were used by six blind adults for indoor navigation. Each application provided users with three audio outputs with linear, logarithmic and customized response curves, that guided them during their tour within a real scenario that was previously virtualized using Unity 3D. The audio was transmitted, via low-power Bluetooth, from the mobile to the bone conduction headphones that were used to guide the user during his tour through an unknown space. The user’s avatar moved through the virtualized environment simultaneously with the participant’s movements in the real scenario. The movements of the user and the duration of the tour to go from a starting point to a target point were recorded each tour, in order to compare the efficiency and precision achieved by each sound during navigation. This research established that the VRA with a female voice and a customized response, improved the efficiency by 59% in locating target points within unfamiliar environments (p-value=0.03614) compared to musical sound having a logarithmic response. Furthermore, it was found that the female voice and 440Hz beeps increase the navigation precision compared to musical sound. 3D sound for indoor navigation could replace the sounds inside the place, with a small variation in efficiency and precision.

CCS Concepts

• Computing methodologies → Navigation, VRA • Hardware → Laser Sensor, remote control for video game

1. Introduction

When a blind person walks through a new place, he must overcome architectural barriers using a white cane or with the help of a guide dog. As possible solutions to these problems, social and adaptation technologies have emerged that compensate for functional limitations by using devices that provide information, which adapts to the user’s capabilities, so they are able to access most locations and use available products and services [Soci00]. However, the non-availability or limitation of non-visual information in most public places, continues to cause insecurity, dependence and frustration for the visually impaired, who desires access to all available sites and services, without discrimination or barriers such as the sighted person [MFAP14]. Many assistive technology tools have been using ultrasonic devices or infrared light transceivers to gauge the distance to the obstacles. However, these devices exhibit several problems concerning the fact of alerting the user of possible obstacles during the navigation [Cald09].

To establish the position of an objective within an environment through haptic maps and audio-descriptions or verbal indications is usually a cognitively demanding task to blind people, since it depends on the user’s self orientation ability in space [SH05].

Haptic-acoustic interactions ([PRBM07], [FRAD11], [CGMS17]) in VRs are often used to train and educate blind people, which helps in creating a cognitive map of the site and locating points of interest within the map [PADK14], however the costs of haptic devices are generally high depending on the technology and services they provide [HWB06][PKAM16].

The use of 3D sonification on pre-elaborated relief maps allows the early exploration of exterior spaces [8] having the disadvantage of creating these supports manually in many cases [MGBP17].

Audio-touch interface [GoBP12a] uses sounds from musical instruments to encode the information concerning the obstacles and the borders of an environment, allowing users with visual disabilities to develop customized navigation strategies.

The strategy of using 3D audio as an output interface in VR applications allowed the identification of the object’s position and structures of the environment [SRBV13] with little training. 3D sound considers the direction and distance between the user and the object to provide simple directional indications that defines the entire perceived auditory environment. The sound is received by the ear and then processed by the brain in the purpose of identifying and localizing the source of the incoming signals [BMMD14]. In our project, different 3D sounds were used on a smartphone to guide users to target points within a real space. A remote control of a video game was also used to change the type of audio response during the tour.

In this study, VRA with 3D sounds were used, as assistants in navigating blind people through unfamiliar spaces. The sound was transmitted via Bluetooth from a smartphone to the bone conduction headphones used by the participants. A structure sensor consisting of a laser and an
infrared emitter was connected to the mobile in order to track the user's movement in the test scenario and to update the position of the avatar in the application. We assume that VRAs with spatial sounds provide enough information for indoor navigation of blind people.

2. Material and methods

2.1 Participants

Six blind participants (5 men and 1 woman, average age 48.83, SD = 14.95) who had normal hearing conditions tested three VRAs (See Table 1). All the participants had become blind more than seven years ago. The participants had previous experience in the use of augmented reality applications, because they had previously participated in evaluating and testing of other applications.

2.2 Sound configuration

2.2.1 Sound 3D

3D Sound takes into consideration the direction and distance between the user and the object to provide simple directional indications for the location of objects within the place, eliminating the problem of generating a finite number of instructions during indoor navigation. Unity rendered the 3D sound using Audio Spatializer SDK with a generic HRTF (Head-related transfer function).

The output audio responds to three power functions (linear, logarithmic and customized) (See Fig. 1). The linear and the logarithmic response are software functions in Unity 3D, and the customized response was implemented with three linear sections to obtain an intermediate output power value between the linear and logarithmic response. The logarithmic response to 5.3 meters reaches a 4% of total power, while the linear response reaches 75% and the customized response reaches 40%. In addition, three elementary audio signals were defined: the female voice, the beep of 440Hz and the sound of a musical instrument (See Fig. 1.b), which resulted in nine combinations. The user received audio from one of these nine combinations.

The first experiment was performed using the female voice. During the first round, he/she received 3D audio which has a linear auditory power variation with the distance. During the second round, the user received 3D audio with a logarithmic response whereas during the third round he/she received audio with a customized response. Similarly, the second experiment was performed with a 440 Hz beep and the last experiment was made using a musical instrument’s sound (See Table 1).

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Round 1</th>
<th>Round 2</th>
<th>Round 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Voice-Lineal</td>
<td>Voice-Logarit.</td>
<td>Voice-Custom</td>
</tr>
<tr>
<td>2</td>
<td>Beep-Logarit.</td>
<td>Beep-Custom</td>
<td>Beep-Lineal</td>
</tr>
<tr>
<td>3</td>
<td>Cello-Custom</td>
<td>Cello-Lineal</td>
<td>Cello-Logarit.</td>
</tr>
</tbody>
</table>

2.2.2 Sound in the place

The female voice, the beep and the musical sound were recorded on an audio device and were used as independent sound sources. The sound sources were placed, one by one, in each of the target points established in the investigation.

The fourth experiment was performed using the female voice, throughout the entire tour. The fifth experiment used the 440Hz beep and the last experiment used the sound of the musical instrument.

2.3 Variables

Variables in Table 2 were assessed for three different sound types: female voice, beep of 440Hz and musical sound.

<table>
<thead>
<tr>
<th>Activity</th>
<th>Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Navigation efficiency</td>
</tr>
<tr>
<td></td>
<td>effectiveness</td>
</tr>
<tr>
<td></td>
<td>usefulness</td>
</tr>
<tr>
<td>Questionnaire</td>
<td>usability</td>
</tr>
</tbody>
</table>

2.3.1 Navigation Process

Efficiency of the navigation process was determined by measuring the elapsed time to go from the starting point to the target point during a specific navigation route. The highest efficiency is obtained with shorter times of navigation.

Effectiveness was defined by the precision to reach a target point during a navigation route. The greater the number of target points reached using direct trajectories, the greater the effectiveness in the navigation process.

The usefulness was measured by navigation success within the scenario.

2.3.2 Questionnaire post-test

The usability of the navigation tool was determined as the average between the values: ease of use, user satisfaction, utility of the tool and user comfort. These values were obtained from a questionnaire designed to obtain information after each navigation experiment. The questionnaire was scored by users using the Likert scale where 5 is strongly agree, 4 like, 3 neutral, 2 dislike, 1 strongly disagree.
2.4 Implementation

The virtual reality application was implemented in Unity 3D as a video game for OS. The application shows the virtual representation of a smart house (10x7.5x3m³) located within the Polytechnic University of Madrid (UPM). Despite the fact that visual information is irrelevant to blind people, it is useful for the process of development and for debugging. This living lab had four different spaces: a kitchen, a living room, a bedroom and a bathroom (See Fig. 2). In each space, there are some objects in different positions. These applications were installed on an iPhone 6S having an operating system of 10.2.1.

Fig. 2 The virtual Smart House

Both the Occipital structure sensor and the mobile phone tracked the movement of the participant in the smart house; this information was updated dynamically in the virtual world. Both devices were placed in a fanny pack at the height of the user's chest, so that he can walk freely around the house. A Bluetooth video game control was used to change the audio output response of the mobile. Each time the participant reached an objective point, the output audio was switched so that the user could walk to the next point.

2.5 Procedure

All participants signed an informed consent before beginning the study. The activities were recorded with two cameras, where two collaborators verified the sequence of the process and the registration of the information.

At the beginning of the session, each participant received a warm welcome and a member of the research team summarized to them the objectives of the study. Another member of the team explained how to use the application and placed the mobile phone with the sensor on the participant’s chest.

Each participant was involved in six experiments; in three of them the user used an application with 3D sounds to go from one starting point to three target points, one by one; the distance established between two points was around 5.3m. In the next three experiments, the mobile application was not used; instead, an MP3 sound was activated at each target point. The experiments are described below:

First experiment: the female voice was reproduced in the bone conduction headphones. During the first round, the researcher selected the linear response with a remote control; when the participant reached the first objective, the researcher switched the response to logarithmic type, this response was maintained until the user reached the second objective; finally in the last round, the customized response was selected. When the user reached the last objective, there was a break of a few minutes, during which a member of the team switched the application and verified the battery capacity of the mobile. Next, the user was asked to answer a questionnaire related to previous experiment. Once finished, the user went on to the next experiment.

Second experiment: the 440Hz beep was reproduced, where similarly to the first experiment, the researcher switched the type of auditory response in each round, as shown in Table 1. Then, the user answered a questionnaire and when finished the user went on to the next experiment.

Third experiment: the application reproduced the 3D sound of a musical instrument. The researcher changed the type of response according to Table 1. Devices were removed from the participant's chest. Then, the user answered the questionnaire and continued with the next experiment.

Fourth experiment: here the female voice was used, but the mobile application was not used, instead, there were sound sources activated in each target point. The user walked from a starting point to three target points, one by one, where a member of the team activated one sound source at a time. When the participants reached the last target, they performed a questionnaire. Once completed, the user went on to the next experience.

Fifth experiment: the process of this experiment was similar to the previous one, except for the sound source where in the current experiment the 440Hz beep was used.

Sixth experiment: also, similar to the two previous experiences, except that here musical instrument was used as sound source.

During the six experiments, the researcher recorded the following parameters: duration of the tour, trajectory, proximity to the target point and success in the navigation process.

3. Results

3.1 Efficiency

The duration in seconds recorded by the user to reach each objective point is shown in Fig. 3. It could be seen that the shortest duration to reach the target points occurred with the customized audio responses using the female voice as 3D sound. The longest duration occurred with the logarithmic audio response.
using the female voice. The lowest standard deviation of 2.8 seconds was achieved when using a 440Hz tone as the sound source.

When 3D sound was reproduced in the bone conduction headphones, the lowest time was obtained with the customized response. The female voice having a customized response improved efficiency by 59% compared to the musical sound with logarithmic response.

The dependence of efficiency with the voice interface was assessed by a Friedman test that resulted statistically significant (Friedman chi-squared=4.27, df=3, p-value=0.0022), where on the other hand, pairwise comparison was conducted by applying a Tukey Test. The voices in the place and in the bone conduction (with logarithmic response) showed a statistically significant difference (p-value=0.0016), whereas no statistically significant differences were found among the other responses.

The dependence of efficiency with the beep interface was assessed with a Friedman test that resulted statistically significant (chi-squared=3.86, df=3, p-value=0.0031), whereas pairwise comparison was conducted by applying a Tukey Test. The beeps in the place and in the bone conduction (with custom response) showed a statistically significant difference (p-value=0.0045).

The dependence of efficiency with the sound musical interface was assessed with a Friedman test that resulted statistically significant (chi-squared=4.48, df=3, p-value=0.0024), whereas pairwise comparison was conducted by applying a Tukey Test. The sounds in the place and in the bone conduction (with logarithmic response) showed a statistically significant difference (p-value=0.0034). The sounds with logarithmic and custom responses showed a statistically significant difference (p-value=0.0038).

### 3.2 Effectiveness

When the sound was reproduced on the site, all participants reached the target point using direct trajectories. The following figure, Fig. 4, we can see the results of the type of trajectories and precision achieved during navigation using sounds 3D.

![Fig. 4 Trajectories and precision in navigation](image)

The female voice with customized response entailed a 66.66% improvement in precision compared to musical sounds with logarithmic response; it also entailed a 50% improved compared to beeps with lineal response. The voice with custom response improved a 50% in the number of direct trajectories, compared to musical sounds with logarithmic response and supposed a 33.33% improvement compared to beeps with customized response.

The dependence of efficiency with the interfaces was assessed with a Friedman test, and the results are shown in the Table 3.

### Table 3 Efficiency results

<table>
<thead>
<tr>
<th>Voice</th>
<th>Beep</th>
<th>Musical Sound</th>
</tr>
</thead>
<tbody>
<tr>
<td>F=4.16, df=2, p=0.048</td>
<td>F=4.31, df=2, p=0.044</td>
<td>F=2.54, df=2, p=0.127</td>
</tr>
</tbody>
</table>

Pair comparison: Pair comparison was not found to be statistically significant

custom-logarithmic (p-value=0.048) custom-logarithmic (p-value=0.037)

### 3.3 Usefulness

Usefulness was modelled as a dichotomous variable for each target point. The Table 4 shows the results. (1 represents the linear response; 2 the logarithmic response and 3 the custom response).

### Table 4 Usability test results

<table>
<thead>
<tr>
<th>Voice</th>
<th>Beep</th>
<th>Musical Sound</th>
</tr>
</thead>
<tbody>
<tr>
<td>F F F F</td>
<td>F F F F</td>
<td>F F F F</td>
</tr>
<tr>
<td>F F F F</td>
<td>F F F F</td>
<td>F F F F</td>
</tr>
<tr>
<td>F F F U</td>
<td>F F F F</td>
<td>F F F F</td>
</tr>
<tr>
<td>F F F F</td>
<td>F F F F</td>
<td>F F F F</td>
</tr>
<tr>
<td>F F F F</td>
<td>F F F F</td>
<td>F F F F</td>
</tr>
<tr>
<td>F F F F</td>
<td>F F F F</td>
<td>F F F F</td>
</tr>
<tr>
<td>F F F F</td>
<td>F F F F</td>
<td>F F F F</td>
</tr>
<tr>
<td>F F F F</td>
<td>F F F F</td>
<td>F F F F</td>
</tr>
<tr>
<td>F F F F</td>
<td>F F F F</td>
<td>F F F F</td>
</tr>
<tr>
<td>F F F F</td>
<td>F F F F</td>
<td>F F F F</td>
</tr>
</tbody>
</table>

f=finished task; u=unfinished task

All tasks were completed using the voice interface where there were no statistically significant results among the voice output responses. The voice interface implied a 16.66% improvement in utility, compared to the beep with logarithmic and personalized response; it also implies a 50% improvement in utility, compared to the musical sound having a logarithmic response and 16.66% compared to the musical sound with personalized response.

### 3.4 Usability

The results of the questionnaire are shown in the ![](Error) La autoreferencia al marcador no es válida.

### Table 5. Result tests usability

<table>
<thead>
<tr>
<th>Voice</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>3.67</td>
<td>3.67</td>
<td>4.08</td>
<td>3.67</td>
</tr>
<tr>
<td>Logarithmic</td>
<td>3.67</td>
<td>3.67</td>
<td>4.08</td>
<td>3.67</td>
</tr>
<tr>
<td>Custom</td>
<td>4.50</td>
<td>3.67</td>
<td>4.08</td>
<td>3.67</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Beep</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>3.58</td>
<td>4.33</td>
<td>4.33</td>
<td>4.33</td>
</tr>
<tr>
<td>Logarithmic</td>
<td>3.00</td>
<td>4.33</td>
<td>4.33</td>
<td>4.33</td>
</tr>
<tr>
<td>Custom</td>
<td>3.33</td>
<td>4.33</td>
<td>4.33</td>
<td>4.33</td>
</tr>
</tbody>
</table>
Musical Sound

<table>
<thead>
<tr>
<th></th>
<th>Linear</th>
<th>Logarithmic</th>
<th>Custom</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rating</td>
<td>3.67</td>
<td>3.25</td>
<td>3.00</td>
</tr>
<tr>
<td>Notes</td>
<td>4.00</td>
<td>4.00</td>
<td>4.00</td>
</tr>
</tbody>
</table>

a= Easy to use; b= Satisfaction; c = Utility; d= Comfort.

Sound of the female voice: The parameters that better scored with this interface are ease of use [GBP12b]. This could be due to the fact, that the female voice gave the name of target point. On the other hand, customized response reached the highest value.

Beep of 440Hz: Satisfaction, utility and comfort reached the best score, where some users mentioned that the beep remains clear despite the distance.

Musical Sound: Two of the participants mentioned that at the start of the application the sound was very low and they had to move in different directions until the sound gone clearer. According to some participants, the sound of a musical instrument is very pleasing to the ear.

4. Discussion and conclusions

The sound reproduced on the site gave all blind participants more confidence to navigate within the smart house. However, there are two important points to consider: if several sounds are reproduced inside a place, where other people coexist, these can be annoying because these invade their personal space and interrupt their concentration, which would be inappropriate and impractical. In addition, most people do not understand the limitations and needs of blind people [RDCG13]. Secondly, when several sounds are played at the same time, they can cause confusion and inadequate sound filtering, which leads to navigation errors [PADK14].

3D sounds in augmented reality applications allowed blind users to navigate through unknown interior spaces. The female voice and the beep reached from the bone conduction improved: accuracy, number of direct trajectories, the ease of use and greater percentage of success in completing the tour. This could be due to the fact that the user knows the name of the target point.

The 440Hz beeps were better heard by users. This interface obtained the highest score in the questionnaires subsequent to the usability test, except for the ease of use. As some users mentioned, the beep remained clear despite the distance.

The musical sound seemed to please the users as an output interface, but it did not achieve good results in the parameters of efficiency and effectiveness.

According to the participants, the use of 3D sounds in navigation through unknown interior spaces, allowed the user to be guided precisely to the objective points without requiring too much information.
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