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Abstract
We present a spatial representation based on a hierarchical structure using the well-known spatial indexing struc-
ture called octree. There are very useful spatial representations for scenes whose objects can be distributed in
clusters and here we present a new one. In order to prove its benefits, several results are shown in scenes using a
photom tracing algorithm to compute the global illumination based on photon map. These results show that the
hierarchy of octrees becomes a good choice to improve the performance when compare to other strategies such as
octrees and hierarchy of uniform grids3.

Keywords: Acceleration techniques, ray casting, spatial
indexing methods.

1. Introduction

Most of the rendering algorithms require a long time for the
ray-scene intersection test process. In order to improve the
performance of this process, that is, to minimize the time
necessary to compute the ray-scene intersection test, several
techniques are available. These techniques are based on di-
fferent spatial indexing strategies on the scene domain.

Several spatial indexing techniques have been proposed
as efficient strategies such as octrees2 � 5 � 4 � 11, 3D grids1 � 2, and
BSPtrees9 � 13 � 8. These spatial representations are useful for
different scenes, i.e. objects with several sizes and with a
non-homogeneous distribution. Each space index needs a
process which simulates a ray traversal of this structure.
Havran7 presented a good work comparing several spatial
representations and their traversal algorithm.

These spatial representations are proposed to accelerate
the ray-scene intersection test in a rendering system when a
ray-casting based method is used. However, when the scene
is very complex (a great amount of objects) both memory us-
age and rendering time could be too high. Another problem
for the user is that several parameters must be set not only
for the rendering process but for the acceleration technique
applied as well.

Due to the reasons mentioned above, a rendering sys-
tem must contain several efficient techniques to accelerate
the ray-scene intersection test. Moreover, the parameters re-
quired to build an specific spatial representation for a given
scene must be easy to set by the user. For this reason, in
most of cases a previous analysis for a given complex scene
is required.

Section 2 presents the state of the art of several spatial
representations which satisfy the above requirements. In sec-
tion 3 a new spatial representation is proposed. In order to
show the performance of the acceleration technique, sev-
eral scenes have been rendered and analysed. Comparative
timetable with the results are shown in section 4. Finally, the
conclusions and future works are presented.

2. Previous Work

There are two main aspects when a scene is processed using
a rendering system:

� Set the necessary parameters in order to get a realistic
image. This step only depends on the rendering algorithm
used and is outside the scope of this work.

� For a given complex scene, choose an acceleration tech-
nique and the parameters required in order to increase
its performance. Some work has been done for setting
the values of the parameters of the hierarchical spatial
representations6 � 12.
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When considering complex scenes, a relevant contribution
was made by Cazals et al.3. In that paper the authors pro-
posed a new strategy for managing complex scenes in a
rendering system which increased the performance of the
ray-scene intersection test process. They presented a spa-
tial representation based on a regular grid called hierarchy
of uniform grids (HUG ).
The main characteristic of the strategy was the distribu-
tion of objects in groups called clusters. In a first step, a
classification by size of the input objects is done. Next,
a clustering step is applied to objects which are the same
size, and finally a hierarchy of regular grids is built for
each cluster.
The spatial representation which is explained in section 3
is based on the same philosophy of the work proposed by
Cazals. The main difference between Cazals’ method and
ours is that an octree is built for each cluster instead of a
regular grid.

3. The Hierarchy of Octrees as Spatial
Representation
We introduce a spatial representation which can be seen as
a hierarchy of octrees (HOO ). Using the same advantages
of the clustering process proposed by Cazals, the only dif-
ference is in the third step, where an octree is applied for
each cluster.
The process for constructing a hierarchy of octrees is des-
cribed as follows:

1. The clustering algorithm3 is used in a first step.
2. For each cluster, an octree is constructed.
3. Group two neighbour clusters into a bounding box

(this process continues until a balanced binary tree re-
presenting the whole scene is obtained).

An example of a scene where a spatial representation
based on a HOO may be applied is shown in figure 1. In

Figure 1: Scene grouped in 7 clusters.

this scene seven clusters will be obtained. For each clus-
ter, an octree is built allocating all scene objects in this
cluster (see figure 2).

Figure 2: Octrees applied for each cluster.

In some cases, a scene can not be divided into clusters
because the clustering algorithm does not distinguish the
existing clusters (in most cases, the whole scene would be
matched as an only cluster). In this situation, other con-
siderations must be taken into account to use these spatial
representations.
When the scene is feasible to be split into clusters, the
following advantages are gained using a HOO :

– The spatial representation requires less memory than a
simple spatial representation for the whole scene (i.e.
using a regular grid or an octree).

– As the space between clusters increases, so does the
performance difference between an octree and a HOO

– Finally, a HOO provides better results than a HUG as
is shown in section 4.

The main disadvantage of a HOO and a HUG is the re-
quired time of the clustering process. However, the clus-
tering algorithm has a linear increase in relation to the
number of objects.

4. Results
In order to show the performance of the proposed spatial
representation, two comparisons and scenes have been de-
ployed:

– Comparisons between HOO and octree (scene shown
in figure 3). This scene is composed of two clusters.
One of them is shown in figure 4).

– Comparisons between HOO and HUG.

All the results were obtained using a Pentium 4 proces-
sor at 1.7 GHz with 1GB of RAM running Linux 2.4.20.
The testbed for the different spatial representations was
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a photon tracing system. The resulting rays are used in a
second stage by the density estimation method described
in 10. The time considered is only related to the photon
tracing process. In scene 3, there are two clusters with a

Figure 3: Scene with two clusters and a large space between
them.

Figure 4: Cluster of the above scene described as an array
of 8 � 8 � 8 cubes.

large empty space between them. Each cluster consists of
an array of 8 � 8 � 8 cubes with an extended light source
over it. Each cube has 12 triangles (which is the maxi-
mum number of objects allocated in a leaf node for an
octree). The scene objects are triangles. In order to build
an octree for one cluster considering 12 objects per leaf
node, the maximum depth level is 3. Nonetheless, when
both clusters are considered to construct a unified octree,
the maximum depth level would become 10 in this case.
Therefore, the memory requirements for the unified oc-
tree are larger than for a HOO (see table 1). The speedup

Octree HOO

10 Depth level 3

1147 Illumination Time (in seconds) 139

Gain percentage 87%

Table 1: Octree vs. Hierarchy of Octrees.

of HOO is due to the time necessary for traversing the
internal nodes in the octrees until a leaf node is reached,
which is reduced because of the lower depth. In this case,
it is very easy to determine the maximum depth level for
both spatial representations. When this value is hard to set,
a good way to compare the performance is using similar
memory amounts in both spatial representations. There-
fore, a spatial representation based on a HOO provides
better results than an octree. The performance is higher
when the clusters are further apart.
In order to compare the HUG and HOO structures, a
scene with 10 clusters is proposed (see figure 5). This

Figure 5: Scene with 10 clusters (9 teapots and the floor).

scene has 50000 triangles including the floor. All the tri-
angles have a similar size. The number of detected clus-
ters is 10. The photon tracing process generated 1000000
primary photons. The results are shown in table 2.
Octree depth level and subdivisions in the regular grid are
set to get spatial representations with similar memory us-
age in both cases. Under these circumstances, the hierar-
chy based on an octrees performs better than the one based
on a regular grid.
The reduction in execution time ranges between 21% and
39% according to the times obtained in table 2.

5. Conclusions and Future Effort
In this paper we have introduced a spatial representation
for complex scenes. It is based on the same principles pro-
posed in a previous work3 but using octrees instead of
regular grids. So, this work has similar advantages and
disadvantages than HUG.
The main contribution of this spatial indexing consists of
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HOO HUG
depth level Time % Time Subdivisions

4 64.55 21% 81.23 13

5 52.19 35% 80.10 21

6 48.73 39% 80.26 29

7 48.74 39% 80.35 37

8 49.35 38% 79.34 45

9 49.97 38% 80.51 53

Table 2: Hierarchy of Octrees vs. Hierarchy of Regular
Grids.

lower memory requirements and better results in terms of
execution time for the photon tracing process. Good re-
sults were obtained for cluster oriented scenes, specially
when the clusters are far apart.
As future work, we will study the benefits of this spatial
representation for more complex scenes and for different
cluster distributions. In addition, we will study the impor-
tance of the space between clusters.
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