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Can GPT-4 Trace Rays?
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Figure 1: The output image rendered from the correct answer to a programming question computing the intersection between a ray and a
solid sphere sliced by a plane (1st left), and three output images rendered from three incorrect attempts of solving said question by GPT-4
(2nd, 3rd, 4th left).

Abstract
Ray Tracing is a fundamental concept often taught in introductory Computer Graphics courses, and Ray-Object Intersection
questions are frequently used as practice for students, as they leverage various skills essential to learning Ray Tracing or Com-
puter Graphics in general, such as geometry and spatial reasoning. Although these questions are useful in teaching practices,
they may take some time and effort to produce, as the production procedure can be quite complex and requires careful veri-
fication and review. From the recent advancements in Artificial Intelligence, the possibility of automated or assisted exercise
generation has emerged. Such applications are unexplored in Ray Tracing education, and if such applications are viable in
this area, then it may significantly improve the productivity and efficiency of Computer Graphics instructors. Additionally, Ray
Tracing is quite different to the mostly text-based tasks that LLMs have been observed to perform well on, hence it is unclear
whether they can cope with these added complexities of Ray Tracing questions, such as visual processing and 3D geometry.
Hence we ran some experiments to evaluate the usefulness of leveraging GPT-4 for assistance when creating exercises related
to Ray Tracing, more specifically Ray-Object Intersection questions, and we found that an impressive 67% of its generated
questions can be used in assessments verbatim, but only 42% of generated model solutions were correct.

CCS Concepts
• Computing methodologies → Ray tracing; Natural language generation; • Applied computing → Education;

1. Introduction

Ray Tracing is an integral component of introductory CG (Com-
puter Graphics) courses [BWF17]. Although Ray Tracing is one of
the most fundamental topics in CG, understanding its related con-
cepts requires a combination of skills, such as spatial reasoning and
linear algebra. Students may find it challenging to grasp the theo-
ries under Ray Tracing, and they may need extensive practice to
understand the details fully [SWLR19].

One prominent exercise for learning Ray Tracing is performing
ROI (Ray-Object Intersection) computations. Such exercises usu-
ally provide students with the description of a ray (starting point,
direction) and an object (shape, coordinates, orientation, etc.), and
the students are expected to write a function to determine whether

and where the ray intersects the object. An example of such exer-
cises is shown in Figure 2. Many CG courses offered in top uni-
versities for Computer Science also incorporate similar exercises
in their assessments [MIT12, Sta22, UCB23]. Through engaging in
these exercises, students learn the mechanics of a camera in a scene,
the underlying mathematics and geometry of various surfaces, and
familiarise themselves with the components of a realistic rendered
image, hence gaining a better understanding of various fundamen-
tal principles of Ray Tracing.

One of the best ways of learning programming concepts is
through repeated practice [DLRTH11], but this is not easy for in-
structors to accomplish with Ray Tracing, due to the complexity
of these programming exercises and the effort required to produce
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Figure 2: An example of a challenging ROI exercise used in an introductory CG course

such exercises. For example, creating questions for an automatic
assessment tool, such as CodeRunner [LH16], requires the follow-
ing steps.

1. Choose an object to be ray traced in the question. Different ob-
jects have different geometric complexities, hence their corre-
sponding ROI solutions are of different difficulty levels. The
object must meet the complexity requirements for an undergrad-
uate Computer Science student (i.e., not too basic and not too
complex).

2. Write a coherent paragraph describing the problem, including a
description of the chosen object. The instructor must also ensure
that all required information is provided in the question and that
it is rigorous and clear of potentially confusing statements.

3. Write a model solution and several test cases of different cam-
era positions and ray directions, then verify the model solution
by manually determining whether the output image is plausible,
i.e., corresponds with the object and conditions given.

From the rapid growth and popularisation of LLMs (Large Lan-
guage Models), methods and tools using LLMs to aid teaching have
been developed [LSSD23,HAMD23], and automated generation of
exercises for students became a possibility [SDHL22]. Although
automated exercise generation has been experimented with many
subjects and topics, as far as we are aware, the possibility of this
is unexplored in Ray Tracing. If LLMs are capable of generating
exercise questions related to Ray Tracing, then this may potentially
save CG instructors a lot of time and effort. This also opens the
doors to more readily available Ray Tracing exercises for students.

Leveraging LLMs in Ray Tracing is also of particular interest

from a research perspective, since it combines moderately complex
mathematics, with code, textural descriptions, and visual output,
hence it may be a challenging task for LLMs and this may yield
different results from most previous publications which considered
more homogeneous topics, such as introductory programming.

We chose GPT-4 [Ope23] as the model to evaluate since it is the
most readily available and popular, also past research has shown its
great capabilities in other areas of academia [NKM∗23, KBGA23,
AQ23]. We ran a series of experiments using GPT-4 to write ROI
programming questions and also their model solutions, analysed
the results, and then discussed the feasibility of using GPT-4 to
alleviate the effort in writing these questions.

In summary, we aim to answer the following research question.

To what extent can GPT-4 assist instructors with creating Ray
Tracing questions, especially ROI programming questions and

model solutions, for assessment purposes?

2. Related Work

2.1. Ray Tracing Education

Ray Tracing is an illumination modelling technique that aims to
generate photorealistic images at the cost of computation complex-
ity [Whi79, Gla89]. Ray Tracing is widely used in various applica-
tions, such as static Computer-Generated Imagery and visual ef-
fects for film and television [IKSZ03, PBD∗10, Ped19]. Since it
is one of the most important concepts in CG, Ray Tracing is a
common topic to be taught in any CG course [BWF17]. Further-
more, Shene achieved success in teaching a CG course with a fo-
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cus on Ray Tracing, as it involves many fundamental concepts in
CG [She02]. Therefore, optimising the pedagogy for Ray Tracing
can be immensely beneficial for CG instructors around the world.

Several tools have been developed to assist instructors in teach-
ing Ray Tracing. One such tool is CodeRunner [LH16], an online
educational platform that allows instructors to upload programming
questions for students to attempt and receive immediate feedback.
CodeRunner contains numerous Ray Tracing programming ques-
tions with test cases for students to develop and test their code,
it also provides a sandbox for students to design scenes to be ray
traced, but at this time students cannot define new customisable ob-
jects and their corresponding Ray-Object Intersections.

Two other educational tools for Ray Tracing are GraphicsMen-
tor [NS02] and Rayground [VGV∗20]. GraphicsMentor is an ap-
plication that allows students to view a scene containing various
objects, and interact with the scene by changing the parameters of
the objects, camera, and light sources via a GUI. This tool allows
students to more easily visualise and understand Ray Tracing con-
cepts, such as surfaces, the geometry of light rays, and illumination
models. Rayground is an application similar to GraphicsMentor,
except that it is web-based for easier access, and the parameters
are changed by modifying the source code shown alongside the
rendered scene. One of the advantages that Rayground has over
GraphicsMentor is that it allows students to directly experiment
with the source code, and hence become more familiar with the
programming environment used in CG applications.

There are many more educational tools for Ray Tracing [Rus99,
GFE∗12, dlHvWFK22], and such tools are helpful for beginners
trying to grasp concepts, but hands-on exercises are more helpful
for gaining a deeper understanding. As far as we know, no tools
that assist the creation of such exercises exist, and this is a potential
avenue for research and development in CG.

2.2. LLMs in Education

LLMs have obtained impressive performance in various fields of
academia, such as medicine [NKM∗23], law [KBGA23], and nu-
merous other subjects [AQ23], this has led to many opportunities
across a wide range of disciplines [AAAA∗23, TZSZ23, YH23].
In the context of Computing Education, the effect of LLMs
is even more prominent [DPB∗24]. Many studies have found
that LLMs are capable of comfortably passing CS1/CS2 assess-
ments [FADB∗22, DKG23, FADLR∗23, SAA∗23], and instructors
have leveraged the capabilities of LLMs to produce some rev-
olutionary teaching tools in Computing Education. Sarsa et al.
demonstrated that OpenAI Codex is capable of generating pro-
gramming exercises and code explanations that are of satisfactory
standards [SDHL22]. Liffiton et al. and Hicke et al. have shown
the possibility of using LLMs to provide students with personalised
support in Computing Education and beyond [LSSD23,HAMD23].

However, limited research regarding LLMs has been conducted
in CG, and the possibility of advancements in CG from LLMs is
still largely unexplored. Feng et al. evaluated the performance of
GPT-4 in CG assessments and found that GPT-4 answered 42.1%
of the questions correctly, and only 36.4% of questions related to

Ray Tracing [FDW∗24]. They also found that GPT-4 could not con-
sistently reach the performance of an average student.

3. Methods

3.1. Overview

There are several possible avenues where the assistance of LLMs
can relieve manual effort when writing Ray Tracing exercises. We
chose two tasks in the procedure and attempted to use GPT-4 to au-
tomate the tasks. From the performance of GPT-4 in these tasks, we
can estimate the degree of usefulness that GPT-4 provides in assist-
ing with writing Ray Tracing exercises, and furthermore estimate
the capabilities of GPT-4 in other tasks related to Ray Tracing.

Firstly, we asked GPT-4 to write ROI programming questions
given some pre-chosen objects and evaluated the coherence and
rigour of the output questions. Secondly, we asked GPT-4 to write
model solutions for some ROI programming questions and evalu-
ated the correctness of the solutions. Further details are given below
in the following subsections.

We accessed GPT-4 via the OpenAI API. The temperature of
GPT-4 indicates the degree of randomness of its responses, where 1
is the default value, 0 is completely deterministic, and 2 is the max-
imum allowed randomness. We used the temperature 0.75 for the
responses in this study, as it was observed to achieve the best perfor-
mance across a range of temperatures in a similar study [PSKD23].
The System Message used in this study is as follows:

“You are an instructor for an introductory Computer Graphics
course in a university. You are currently writing Ray-Object Inter-
section exercises for an upcoming assessment related to Ray Trac-
ing.”

3.2. Problem Design

After the instructor has chosen an appropriate object, there is still
a significant amount of work involved in formulating an appropri-
ate question. The instructor has to ensure that the question is co-
herent and clear, and the description of the object given uniquely
corresponds to a chosen object, i.e., one set of unique parameters
describes a unique object.

This is not a trivial process as different objects may contain dif-
ferent parameters in their descriptions, and even the same param-
eters may have different meanings for different objects. For exam-
ple, a sphere can be uniquely described using its centre and ra-
dius, whereas a cylinder can be uniquely described using the centre
and radius of its base, its height, and its axis. Hence an instructor
must be attentive and thoughtful when writing object descriptions
to avoid discrepancies between solutions derived from different in-
terpretations.

We chose 10 objects suitable for ROI exercises of varying diffi-
culties, and a set of evaluation criteria to assess the quality of the
responses. We then used a series of prompts to query GPT-4 to write
10 programming questions using each of the objects. The prompts
used are in the following template (“[OBJECT]” is a placeholder
for the name of the object used):

“Please write a Ray-Object Intersection programming question
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using a(n) [OBJECT]. Please use clear wording and avoid discrep-
ancies in the solutions. Please ensure that any descriptions of the
object correspond to the object uniquely.”

We then evaluated the coherence and completeness of all 100
questions using the rubric below.

• Coherent: The response aligns with the request, i.e., the response
is in the form of an ROI assessment question and the object used
is the same as specified in the request. The question is unam-
biguous, easy to understand, and poses no contradictions.

• Unique: The response is coherent (as defined above). The object
description uniquely defines the object, and the question does not
lead to multiple solutions due to different interpretations.

• Complete: The response is coherent and unique (as defined
above). The question is ready to be used in an assessment with-
out modifications, i.e., free of any errors.

3.3. Problem Solving

After designing an ROI programming question, the instructor has
to write a model solution for the question, and this may require
some time and effort due to the visual processing and code writing
needed to solve an ROI question. If GPT-4 is capable of solving
such questions, then the process of writing model solutions may
be automated. This may also serve as a benchmark for the perfor-
mance of GPT-4 in ROI programming questions.

Reusing the 10 chosen objects from Subsection 3.2, we wrote
a viable ROI programming question for each object (10 program-
ming questions in total). Then we asked GPT-4 to provide a model
solution for each of the questions.

We chose Python as the programming language to be used, as
GPT-4 is the most commonly used in Python out of all program-
ming languages. GPT-4 was given 10 independent attempts to solve
each question. The attempts were then evaluated for correctness by
output comparison using several test cases written by us (i.e., com-
paring the output distance matrix from the correct solution written
by us and the output distance matrix from the attempt by GPT-
4). The prompts used are in the following template (“[OBJECT]”
and “[DESCRIPTION]” are placeholders for the name of the object
used, and a description of the object):

Please provide a model solution in Python for the following Ray-
Object Intersection programming question. Please only include the
function definition and no other text in the response.

In this exercise you need to write a function computing the inter-
section between a ray and a(n) [OBJECT] in a 3D scene.

The ray is defined by its origin O and direction D, and it is repre-
sented as R(t) = O + tD, where t is a scalar indicating the distance
of a point from the ray origin. The function takes two parameters:
’O’ for ray origin and ’D’ for ray direction. They are both tuples of
3 floats in the form of (x, y, z). The function returns a float ’t’. If an
intersection exists, then ’t’ is the distance from the ray origin to the
closest intersection. If no intersections exist, then ’t’ is -1 indicating
the lack of intersections.

[DESCRIPTION]

You may assume that the ray always starts outside the object,

and points where the ray grazes the object at one single point are
considered intersections.

An example of an object description is shown below.

“The object is a sphere cut by a plane. The sphere is centered
at (0, 0, 0) with radius 1. The plane is x + y = 1. The smaller
portion of the sphere is removed. The sphere is solid, hence the
intersections between the ray and the cross-section at the cut need
to be considered.”

All code (including objects, object descriptions, and model so-
lutions of ROI programming questions) used in this study can be
found in the link provided in Section 7.

4. Results

The results of the experiments described in Section 3 are shown
in Table 1 and Table 2. Please note that the percentages overlap in
Table 1, they are also listed in decreasing order since completeness
implies uniqueness and uniqueness implies coherence. But this is
not the case for Table 2, where the proportions are mutually exclu-
sive and add up to 100%.

5. Discussion

5.1. Problem Design

GPT-4 produced an impressive rate of 84% for writing coher-
ent ROI programming questions without contradictions according
to the given prompts, most of which contained descriptions that
uniquely describe objects. Although some questions consisted of
minor errors, such as inaccurate facts and test cases, 67% of all
questions were up to usable standards, and could be used directly
in an assessment. Most minor errors could also be recognised and
corrected with minimal human input, such as changing the output
of a test case from True to False, hence the overall performance of
GPT-4 on the task of designing an ROI programming question was
remarkably satisfactory.

Other than the observations described in Table 1, there are some
general characteristics exhibited by GPT-4 in its responses. The
ROI programming questions written by GPT-4 tend to be much
longer and more detailed than those written by instructors, but they
can sometimes include incorrect facts. They also tend to include
hints to guide students to the right line of thinking, but the hints
may sometimes give away too much information that the questions
are made too easy, such as providing the entire pseudocode. Some
generated questions can also contain test cases despite not being
explicitly asked, but they are prone to be incorrect (the expected
output is incorrect). There is not much variety to the test cases, as
rays tend to be aimed directly at the centre of the object in most
generated test cases. Although the test cases do not contain much
diversity, the generated questions can be much more diverse even
prompted using the same object. For the same object, GPT-4 was
observed to generate questions set not only in 3D but in 2D too. The
number of parameters for the function was also variable, as some
questions only take parameters associated with the ray whereas the
object is fixed, and some questions take parameters associated with
both the ray and the object, where the object can be moved accord-
ing to the input values.

© 2024 The Authors.
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Object Coherent Unique Complete Selected Errors
Sphere 10 10 7 Two questions contained some minor mistakes in the generated test

cases and one question contained an incorrect formula.
Cube 10 10 8 One question used the term “t-interval” incorrectly and one question

incorrectly stated the number of parameters for the function.
Square 9 7 7 Two responses were not unique since there was no mention of the

aligned axis (which implies possible rotation around the centre).
Cylinder 9 9 7 One question stated that the cylinder is infinitely long on the y-axis

but the function takes a “height” parameter for the cylinder.
Two Spheres 7 7 7 One question simply asked the student to perform a Ray-Sphere

Intersection twice and give two separate solutions.
Disc 10 10 8 One question asked the student to return a “special value” if there

were no intersections but did not specify the value.
Quad with Circular Hole 6 6 4 Two questions were set in 2D, which makes the circular hole useless

as light in 2D must pass through the quad to intersect through the
hole. One question made the circular hole opaque.

Plane with Triangular Hole 9 9 8 One question stated that the plane does not intersect the triangle.
One question used the term “homogeneous coordinates” incorrectly.

Ellipsoid 7 7 5 Two questions described the ellipsoid using an equation and implied
that it was centred at (0, 0, 0), but the functions take “centre” as a
parameter. Some questions also included mistakes in the test cases.

Cut Sphere 7 6 6 One question implied that the centre of the sphere was (0, 0, 0), but
the function takes “centre” as a parameter. One question described a
sphere with a cylindrical hole instead of a sphere sliced by a plane.

Total 84% 81% 67%

Table 1: The counts (out of 10) of ROI programming questions using various objects written by GPT-4 that fit the criteria outlined in
Subsection 3.2, and a selection of errors that GPT-4 made in these questions.

Given that GPT-4 was capable of generating logical and com-
plete ROI programming questions given a large variety of different
objects with a high success rate, we can deduce that GPT-4 can
be quite helpful for instructors when writing these questions. Al-
though GPT-4’s responses are generally imperfect, they serve as an
excellent starting point for writing such questions. Instructors can
save a lot of time by modifying and adding to GPT-4’s responses
instead of starting from scratch. GPT-4’s responses are also often
detailed so it can remind the instructor of something they may have
missed and excluded from the question previously. It is important
to manually ensure the quality of questions generated by GPT-4
instead of automating the generation process since the responses
can be flawed (e.g., may include incorrect facts), so they should be
reviewed before they are used.

5.2. Problem Solving

As opposed to the impressive results achieved by GPT-4 for writ-
ing ROI programming questions, GPT-4 did not achieve such high
performance for solving ROI programming questions, only achiev-
ing a success rate of 42%. The drop in performance may be due
to the more intensive technicality and visual processing required to
perform an ROI computation than to merely describe one.

GPT-4 achieved a high success rate with spheres, squares, and
discs (circles), which are frequently used objects in Ray Tracing.
However, GPT-4 failed to solve any questions using cylinders or
cut spheres, which are the only objects used with both curved faces

and flat faces. From inspecting the output images, we can infer that
GPT-4 only considered the curved faces of the objects, and failed
to account for the flat faces in all of its attempts for cylinders and
cut spheres. For other objects, GPT-4 only answered the questions
correctly in less than half of its attempts due to various errors.

As shown in Table 2, a common error that GPT-4 made is not
removing intersections that are located behind the camera. Many
of GPT-4’s attempts consisted of representing the ray and the ob-
ject using parametric equations, and solving the equations simul-
taneously to compute the value of “t”. However, the solutions of
these systems of equations may include negative values, and a neg-
ative value for “t” means that the ray has to travel backwards from
the camera to reach the intersection, which does not occur in Ray
Tracing applications, hence such intersections should be discarded.
GPT-4 failed to take this into consideration in many of its attempts,
which caused this error to occur frequently. Some other common
errors include the use of incorrect algorithms, not considering the
special case of dividing by zero, incorrect return values, etc.

Since GPT-4 only achieved 42% in Solving ROI programming
questions and could not solve 2 of the 10 questions, it may not be
a reliable source for model solutions for ROI programming ques-
tions. It can serve as a starting point for instructors, but it may not
be as easy to identify and amend errors in code, as the underlying
algorithm needs to be understood first, hence this approach can be
counterproductive, as it may take more effort to correct the gener-
ated code than to start from scratch.

© 2024 The Authors.
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Object Correct Incorrect Error Selected Errors
Sphere 9 1 0 One attempt failed a test case where the object was behind the camera

but was still shown, i.e., negative solutions were not discarded.
Cube 4 1 5 Many errors were caused due to zero division errors, indicating that

the special case of dividing by zero was not considered. The incorrect
attempt was due to an undiscarded negative solution.

Square 7 3 0 All incorrect attempts were due to undiscarded negative solutions.
Cylinder 0 9 1 No attempts considered the top and bottom faces of the cylinder, hence

they all failed the “bird’s-eye view” test cases (Figure 3 top-left). Some
undiscarded negative solutions. The one error was due to a timeout.

Two Spheres 4 3 3 One attempt placed one of the spheres in front of the other despite the
spheres being at the same distance (Figure 3 top-right). Some attempts
returned NaN as the value for “t”. Some undiscarded negative solutions.

Disc 8 1 1 The incorrect attempt was due to an undiscarded negative solution. The
attempt that produced an error was due to an incorrect return type.

Quad with Circular Hole 2 4 4 Two attempts produced incorrect dimensions for the quad, one of which
also failed to produce the circular hole. One attempt generated an ar-
bitrary shape that does not resemble the requested object (Figure 3
middle-left). One attempt returned no intersections for the entire area.

Plane with Triangular Hole 4 5 1 There were attempts with misaligned planes and misplaced triangles
(Figure 3 middle-right). Some undiscarded negative solutions.

Ellipsoid 4 3 3 Some attempts produced ellipsoids of incorrect dimensions and loca-
tions. One attempt produced a sphere. One error was produced by the
incorrect initialisation of an array (GPT-4 initialised the radii array as
[2, 2, 3, 4] instead of the correct [2, 3, 4].)

Cut Sphere 0 10 0 Many different causes of errors. Some spheres were hollow, some were
sliced twice, some attempts removed the larger portion of the sphere,
and some output images contained arbitrary patterns of black dots due
to floating point inaccuracies (Figure 1 and Figure 3 bottom).

Total 42% 40% 18%

Table 2: The counts (out of 10) of correct, incorrect, and erroneous solutions from GPT-4’s attempts at solving ROI programming questions,
and a selection of errors that GPT-4 made in these attempts.

5.3. Limitations

We would like to acknowledge several limitations of this study.

The three criteria to assess the quality of generated ROI pro-
gramming questions require manual judgment and grading, which
is a subjective process, as every instructor may have different per-
ceptions of an adequate question, and whether a question satisfies
a criterion. Therefore, we chose the criteria based on some specific
essential qualities of every adequate ROI programming question,
making it easier to judge whether a question fits the criteria. We
also tried our best to be unbiased when grading the questions. It
is impossible to objectively grade the quality of questions, and our
scores only serve as rough estimates for reference. Additionally,
we compiled a selection of objective errors and characteristics to
provide the reader with more context and perspective.

The 10 attempts by GPT-4 to solve each ROI programming ques-
tion were generated independently. However, in practice, when pro-
grammers receive incorrect outputs, they tend to revisit their code
and make modifications, but we have deprived GPT-4 of opportu-
nities to be informed of the errors and modify its solutions accord-
ingly. Providing GPT-4 with the chance to reassess and modify its

solutions (i.e., chain-of-thought prompting) may potentially yield a
better representation of its problem-solving capabilities.

The technology of LLMs is growing rapidly, which means that
the performance of GPT-4, or other LLMs, in the tasks outlined
in this study may continue to improve, and the results obtained in
this paper may become outdated soon. Fortunately, the experiments
used in this paper can mostly be automated, and it would not be
difficult to rerun these experiments to detect any improvements in
the future.

6. Conclusion and Future Work

In this study, we ran experiments to evaluate the usefulness of GPT-
4 when assisting with the writing of ROI programming questions,
which is a common exercise for students learning Ray Tracing, a
fundamental concept in CG. The results indicate that GPT-4 may
be helpful when writing ROI programming questions, as an im-
pressive 67% of its generated questions can be used in assessments
verbatim. However, it performed more poorly for writing model so-
lutions, and an accuracy of only 42% indicates that it may not be
as applicable for writing model solutions for ROI questions. Due
to the low accuracy of GPT-4 in solving ROI questions, students
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Cylinder Two Spheres

Quad with Circular Hole Plane with Triangular Hole

Cut Sphere Cut Sphere

Figure 3: A selection of output images rendered using ROI functions. Within each cell of the table, the left image shows the correct output
image for an ROI programming question from its model solution written by us, and the right image shows the output image produced from
an incorrect solution written by GPT-4 for the same question, with the associated object labelled below. More details of these errors can be
found in Table 2. Please note that the colour of a pixel denotes depth and not brightness, i.e., the darker a pixel is, the further it is from the
camera (ray origin), and vice versa. A completely dark pixel indicates the lack of intersections.

should be warned that the solutions LLMs provide for similar ques-
tions may often be incorrect (results from this study can be used as
examples), and the best form of help they can receive is still through
trusted sources, such as instructors and textbooks.

The templates for the prompts used in this study may also serve
as starting points for prompts used to generate similar material,
and they may be modified to fit any specific requirements of the
user. For example, a possible method to reduce minor errors for
“Problem Design” is to include “Do not generate test cases.” in the
prompts used.

There are several possible avenues for future work. Although
Python is the language that is the most prominently used with GPT-
4, C++ is the most used language in the domain of CG, hence the

training data of GPT-4 related to CG may contain more C++ code
than Python code. Evaluating and comparing the performance of
GPT-4 in both languages in tasks related to CG may provide a wider
perspective on its capabilities in CG. Additionally, as mentioned
in Subsection 5.3, using chain-of-thought prompting may further
improve the performance of GPT-4, and the results from this study
may be used as a benchmark for comparison if similar experiments
are to be run in the future.

7. Resources

All code and generated content used in this study can be
found under this GitHub repository: https://github.com/
TFPlusPlus/GPT-Ray-Tracing
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