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Figure 1: The interface of Visual Tagging Interpretation System

Abstract
In task-oriented dialogue systems, tagging tasks leverage Large Language Models (LLMs) to understand dialogue semantics.
The specifics of how these models capture and utilize dialogue semantics for decision-making remain unclear. Unlike binary or
multi-classification, tagging involves complex multi-to-multi relationships between features and predictions, complicating attri-
bution analyses. To address these challenges, we introduce a novel interactive visualization system that enhances understanding
of dialogue semantics through attribution analysis. Our system offers a multi-level and layer-wise visualization framework, re-
vealing the evolution of attributions across layers and allowing users to interactively probe attributions. With a dual-view for
streamlined comparisons, users can effectively compare different LLMs. We demonstrate our system’s effectiveness with a com-
mon task-oriented dialogue task: slot filling. This tool aids NLP experts in understanding attributions, diagnosing models, and
advancing dialogue understanding development by identifying potential sources of model hallucinations.

CCS Concepts
• Human-centered computing → Visual analytics;
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1. Introduction

Large Language Models (LLMs) have significantly improved task-
oriented dialogue tasks but remain opaque, complicating trans-
parency. With increasing dialogue complexity, the need for high-
level semantic explanations has grown. Tagging tasks, such as
slot filling and intent recognition, are crucial within the dialogue
pipeline, enhancing understanding and response accuracy. Slot fill-
ing is a task where specific words or spans are tagged as a class
of concept, such as identifying "Paris" as the "destination" slot in
the sentence "Book a flight to Paris". Unlike binary and multi-
class classification, tagging tasks require independent predictions
for each feature, leading to a complex many-to-many relationship
that complicates interpretability. It’s crucial to consider how each
feature, through interactions with others, influences multiple pre-
dictions, revealing intricate interaction patterns.

Current methodologies use feature attribution to explain model
behaviors post-hoc [DK21], but interpreting these attributions in
tagging tasks is challenging. Attribution assigns a score to each
input feature (e.g., individual words) to indicate its influence on
a prediction. A positive score indicates that the feature contributes
positively to the prediction, meaning the prediction depends on that
feature to some extent, while a negative score implies the opposite.
In tagging tasks, a single feature can influence multiple predictions,
requiring analysis beyond one-to-one relationships. Each feature’s
contribution creates complex patterns, with combined effects that
may differ from individual impacts. The high dimensionality of
embeddings adds to the difficulty of understanding feature influ-
ences, complicating attribution and meaningful model interpreta-
tion. While some studies provide quantitative evaluations, they of-
ten lack detailed explanations of model processes across layers.

To address the challenges of interpreting tagging tasks in task-
oriented dialogue systems, we developed a comprehensive, in-
teractive visualization tool that enables deep, multi-level analy-
sis. This tool transforms complex multi-to-multi relationships and
high-dimensional attributions into intuitive visual formats, enhanc-
ing the clarity of data presentation. Key features include a dual-
view capability, which simplifies direct model comparisons and
guides model selection, and layer-wise visualization that assists in
exploring detailed model behaviors and tracking linguistic feature
evolution. Our tool employs a multi-level visualization framework,
spanning corpus, class, and sample levels, that allows users to pro-
gressively delve deeper into data according to the granularity of
information. This approach not only lowers the threshold for under-
standing complex Large Language Models (LLMs) but also signif-
icantly improves their explainability. By providing users with tools
to explore and interpret nuanced feature interaction and behaviors
within models, our system advances the interpretability of tagging
tasks in dialogue systems.

2. Related Work

LLMs in Dialogue The integration of Large Language Models
(LLMs) into conversational AI has enhanced the conversational
capabilities and engagement of dialogue systems. For instance,
DialoGPT, BlenderBot, Lamda, ChatGLM3 and Llama 2-Chat
[ZSG∗19, SXK∗22, TDFH∗22, ZLD∗22, TMS∗23] are trained or

fine-tuned on a dataset of dialogues, for understanding and engag-
ing in complex conversational scenarios, and generate human-like
coherent responses in specific tasks. Tod-BERT [WHSX20] is a
BERT-based model pre-trained on task-oriented dialogue datasets
which shows great performance on the Natural Language Under-
standing (NLU) module of task-oriented dialogue. It remains un-
clear why they outperform general models to a significant extent.
Specifically, it is unknown whether they have acquired additional
dialogue skills or dialogue semantics knowledge.

Post-hoc Attribution Methods Explainable AI (XAI) tech-
niques is critical to improve model transparency and trustworthy.
Existing works attempt to enhance the interpretability of LLMs
by deploying various post-hoc methods and examining their per-
formance [DJR∗19,DK21,YSHC21,WSP∗22,JG20]. These meth-
ods are used to quantify the contribution of each feature to the
model output. Then evaluate the explanation quality from two per-
spectives, faithfulness and plausibility. Above works provided fi-
nal evaluation results and lack of intermediate information compli-
cates the human understanding of explanations. They also focus on
representing low-level language syntactic interpretation of general
classification tasks, our focus is more inclined towards the specific
semantics inherent in dialogue context. Our system provides Input
x Gradient [LCHJ16], and Layer Gradient x Activation [web] to
output each layer attribuition for users to explore.

Visualization for Explainable LLM Visualizations can effec-
tively help understand LLMs. The most common model-specific
visualization to reveal the model inner working is attention
map [Vig19b, Vig19a, PNJ∗19, DWB20, YCW∗23]. LLM interpre-
tation through interactive visualization tools [LWY∗22, LLL∗18,
TWB∗20, WTC21, DAB∗22] for exploring and diagnosing mod-
els, focusing on explaining low-level linguistic features by design-
ing auxiliary classification tasks to understand linguistic knowledge
in NLP models. However, these tools prove insufficient for sup-
porting complex conversational semantics comprehension. Some
works focusing on visual analysis of representation contextualiza-
tion [HSG19, SKB∗21, SKB∗22]. Some visual interpretation tools
for specific tasks [SFSvdW23,SSZ∗23,WHJ∗23], such as QA and
Machine translation, which has some alignment pattern between
input and output, reveals some higher level semantics. To mitigate
these challenges, we propose an interactive visualization tool tai-
lored for comprehensively understanding post-hoc interpretations
within dialogue models. We aim to reveal the role of dialogue
knowledge in the model’s reasoning process.

3. Requirements and Tasks

Our approach is guided by the need of NLP experts to develop in-
terpretability methods that enhance the understanding of model be-
haviors. A significant challenge in this domain is that users often
struggle to comprehend the attributions generated by current meth-
ods, as the models’ reasoning may differ from human logic and
involve complex multi-factor interactions and influences on predic-
tions. This discrepancy can lead to biases in model understanding
and offer limited support for model selection. Therefore, an ap-
proach that provides more intuitive and straightforward explana-
tions is necessary.
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3.1. Model, Data and Methods Selection

To analyze attributions in LLMs, we encode input tokens into em-
beddings, generate predictive outputs, and apply attribution meth-
ods to these outputs for attribution data. Our selection spans BERT-
like autoencoders, GPT-like autoregressive models, general mod-
els like BERT and GPT-2, and specialized dialogue models like
TOD-BERT and DialoGPT, ensuring comprehensive comparison.
Dialogue model means the models are pre-trained by dialogue
corpus not general text. For our study, we chose a slot filling
task within task-oriented dialogues, using the RESTAURANT-8K
dataset [CFG∗20]. This dataset focuses on slot predictions. For the
attribution methods, we used Gradient x Input [LCHJ16], which
assigns importance based on multiplying the gradient by the input
embedding vector at the last layer. We calculated the intermediate
layer explanations using Layer Gradient x Activation, measuring
feature contributions quantitatively. These attributions were imple-
mented using the Captum library [web].

3.2. Design Requirements and Tasks

Our analysis commenced with informal interviews with two do-
main experts, focusing on their routine interactions with inter-
pretability methods. Additionally, we reviewed prevalent tech-
niques used by researchers to decode model behavior through at-
tribution analysis and visualization (refer to section 2). Our overar-
ching aim is to simplify the analysis of attributions, unravel the in-
tricate relationships between features and predictions, enhance the
comprehension of model mechanisms, and facilitate detailed com-
parisons between diverse models.
R1 - Intuitive Visualization of Attribution Users need visual
tools to intuitively understand how multiple features impact mul-
tiple predictions simultaneously in tagging tasks, with interactive
exploration capabilities. The gap between model logic and human
intuition requires attributions to be in a straightforward visual for-
mat.
R2 - Generalization Across Models and Attribution Methods
Users need a system that generalizes across various LLMs and in-
terpretation methods for tagging tasks. It reduces biases from dif-
ferent attribution methods, and enhances the faithfulness of attri-
butions. Additionally, it facilitates model diagnostics and improve-
ment.
R3 - Multi-Level Visualization for Attribution Data Effective
tagging task analysis requires multi-level visualization. Users need
to identify global patterns or biases at the corpus level and spot
anomalies at the class or token level to understand how models han-
dle specific semantic roles. Due to the complexity of many-to-many
feature-to-prediction mappings, a hierarchical approach to decom-
position is essential.
R4 - Layer-wise Attribution Analysis for LLMs LLMs’ multi-
layered structures require observing attribution changes at each
layer. This enables understanding where the model captures or
overlooks specific dialogue semantics and tracks the evolution of
its behavior.

We now discuss the specific tasks our system is designed to fa-
cilitate, based on the needs of NLP researchers and data scientists
who require a deep understanding of attributions and models.
T1 - Attribution analysis Understanding and interpreting attribu-

tions remains challenging. Statistical analysis of attribution distri-
butions and gradient magnitudes helps identify influential tokens,
measure their contributions, and pinpoint regions of the input space
where the model’s predictions are most sensitive. This process can
reveal key features or noise sources and aids in semantic analy-
sis by identifying tokens with substantial explanatory power, espe-
cially for specific concepts like dialogue system slots (requires R1,
R3 and R4).
T2 - Model behavior tracing Attribution assigns importance
scores to input token embeddings, providing detailed token-level
attribution that is essential for understanding the model’s decision-
making process. This enables users to identify how the model prior-
itizes linguistic features and patterns, which is critical for both opti-
mizing the model and diagnosing issues. Users could track changes
in attribution scores in layer-wise manner and examine how the
model reacts to features in the input (requires R2, R3 and R4).
T3 - Model Comparison Post-hoc attribution methods offer a uni-
fied view for comparing token contributions across models. Key
tasks include identifying differences between models, understand-
ing the factors driving these differences, and assessing their impact
on model behavior and predictions. This comparison is crucial for
model optimization, selection, and development, ensuring model
suitability for specific tasks (requires R2, and R4).

4. System Overview and Application

Modules Description

Model and Methods Selection Display the options of model pairs and attribution meth-
ods

Corpus View - Embedding View Visualizes the dataset by projecting layer-wise embed-
dings down to two dimensions, incorporating attribution
values. It provides options to select the layers, attribution
target prediction, polarity, and dimension reduction meth-
ods.

Corpus View - Distribution View For a selected prediction, display the average token con-
tributions (attribution values) from each slot type across
all 12 layers. Include a tab to select a specific slot cate-
gory and show the detailed attribution distribution of to-
kens within that slot to the chosen prediction across 12
layers.

Sample List Filter This module includes a chord diagram that filters in-
stances of misclassification between two models by click-
ing on directed arcs. Additionally, a pie chart displays
the distribution of these misclassified samples across dif-
ferent models. When a user selects an instance ID, the
system displays detailed labels and predictions for each
token by both models, along with all unique predictions
generated by them.

Class view Presents the attribution distribution of all tokens within
an individual instance across all unique predictions and
all layers using a 3D time-space cube. This visualiza-
tion allows users to interactively explore multi-feature
and multi-prediction interactions by zooming and rotat-
ing the display.

Sample view Displays polar and traditional heatmaps for token-based
feature attribution, illustrating the evolution of informa-
tion for an individual instance towards a specific predic-
tion in a layer-wise manner. This visualization is activated
upon the selection of a prediction in Sample List Filter.

Table 1: Built-in modules in the system.

In the following section, we detail the visualization and inter-
action design of our system. The system’s design aligns with the
requirements specified in section 3, ensuring it meets user needs
effectively. For clarity, we have summarized the system’s modules
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in Table 1, providing a quick guide to its functionalities and fea-
tures, along with an overview of its design rationale.

Design Paradigm Our visualization system, schematically rep-
resented in Figure 2, is designed to meet the complex requirements
of experts working with the explainability of LLMs. It was devel-
oped through a rigorous collaborative process with domain experts
and has undergone iterative refinements. Enhancements were di-
rectly influenced by detailed expert feedback focusing on usability,
functionality, and interperability.

In terms of visualization encoding, several consistent elements
across all views reinforce clarity and understanding: 1) Color En-
coding: Pink and blue are used to represent negative and positive
attribution values, respectively, facilitating quick identification of
attribution polarity. The color scheme also categorizes the 9 slot
types consistently across views. 2) Magnitude Representation: At-
tribution magnitudes are encoded with a sequential color scale and
element size; darker colors and larger sizes indicate higher magni-
tudes, providing instant visual cues about the impact of attributions.
3) Dual View for Model Comparison: This feature allows easy
comparison between models like BERT and TOD-BERT, which
have the same architecture but different pre-training corpora, by
juxtaposing them for effective analysis. 4) Layer Representation:
All views include a display of the model’s 12 layers, from the ini-
tial layers at the bottom (e.g. layer 1-3) to the final layers at the top
(e.g. layer 10-12).

Workflow This system supports multiple workflows for ex-
ploratory analysis, allowing users to initiate their exploration from
any primary view according to their analytical goals. A typical
workflow begins with users selecting model pairs and attribution
methods from the Model and Methods Selection dropdown menu.
Exploration starts at the Corpus View for a global dataset overview,
then transitions to the Sample List Filter to focus on specific types
of misclassification instances, utilizing a chord diagram for diag-
nosing model vulnerabilities. Users can then move to the Class
View for a 3D visualization of token attributions across model lay-
ers and all predicted classes, highlighting dynamic token interac-
tions. For a detailed exploration of specific predictions, users pro-
ceed to the Sample View, which provides an in-depth token-level
analysis for each model-instance-prediction combination.

4.1. Corpus View

The Corpus View of our system is designed to provide a compre-
hensive overview of the dataset, showcasing attribution of all in-
stances and their tokens. The Corpus View incorporates a set of
four dropdown menus for data filtering, enhancing the user’s ability
to tailor the visualization to their analytical needs in Control Panel
(Figure 1B), these options enable further refinement within the Cor-
pus View. The Layer dropdown, ranging from 1 to 12, facilitates
layer-specific exploration, while the Prediction is utilized to
filter tokens from all instances with a selected prediction in their
prediction sequence. The Projection menu allows users to se-
lect the dimensionality reduction technique for data presentation.
We provide users with three dimensionality reduction technique
options: PCA [LU20], UMAP [MHM18], and t-SNE [VdMH08].
The Polarity options are available for finding tokens that con-
tribute positively or negatively to a specific prediction. Then the

Figure 2: Schematic representation of the system components: We
have fine-tuned both general and dialogue-specific models on slot-
filling data, subsequently utilizing these fine-tuned models for slot
prediction on the test dataset. Following this, we calculated attri-
butions for all predictions in a layer-wise manner and converted
these attributions into token-level explanations. Finally, we loaded
the attribution data into our system to support users in achieving
the three designated tasks.

Corpus view is divided into two parts: the Embedding View shown
as Figure 1C and the Distribution View as Figure 1D , each offering
unique insights through visual design and interactive features.

Embedding View This component is presented as a dual scatter
plot, where each point represents an individual token as show in
Figure 1C. The position of these points is determined by the word
embeddings of each token. An interactive slot type multi-selector,
represented by a series of colored circles at the top of the scatter
plot, allows users to filter tokens by their assigned labels. Each cir-
cle, when filled with color, signifies an active selection of that cat-
egory; users can toggle the selection of a label, rendering the circle
gray to exclude that label category from the visualization. Tokens
are plotted as 2D points, colored by their labeled slot classes, with
the point size indicating the absolute attribution value of the token,
as the attribution values range from -1 to 1. A bidirectional value
slider refines the display to show points within a specified range
of attribution values. Detailed token information, including attribu-
tion value, layer, and prediction, is disclosed when users hover over
individual points.

Distribution View The Distribution View (Figure 1D) visual-
izes the distribution of attributions across slot classes for a selected
target prediction. Under the Avg tab, two bar charts show the aver-
age attribution of tokens within each slot category across 12 layers.
This average, denoted as Āi

P,L, for a specific prediction class P and
true label class L at layer i, is computed by summing the attribution
scores attri

P, j for all tokens of type L towards the prediction class P
and dividing by the total number n of such tokens in the layer. This
provides an averaged layer-specific view into how token classes in-
fluence predictions P. Mathematically, the formulation is expressed
as: Āi

P,L = 1
n ∑

n
j=1 attri

P, j. We also provide a variety of interactive
features to facilitate detailed exploration by users. Hovering over a
slot category on the x-axis displays a summary of the average attri-
bution across the 12 layers, offering a layer-by-layer comparative
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analysis to identify influential slot categories. Selecting a slot from
the other tabs updates the view to show a combined scatter and
violin plot (Figure 4), which details the distribution and scale of
attributions for each class. Above each bar chart, a series of toggles
labeled from 1 to 12 correspond to the model’s 12 layers. Users can
click these toggles to control the visibility of bars associated with
each layer, enabling them to isolate or compare attributions across
specific layers. Additionally, a slider located below each bar chart
allows users to zoom in and out, providing a closer look at specific
categories. The Distribution View enables users to explore the dis-
tribution and impact of each token class across the entire corpus on
model predictions.

4.2. Sample List Filter

The Sample List Filter module (Figure 1E) features a directed
chord diagram crucial for identifying misclassifications. Each arc
represents a misclassification type, with direction from predicted
to actual label, indicating tokens mispredicted from one slot to an-
other. The width of each arc shows the volume of misclassified to-
kens. Hovering over an arc displays details such as predicted and
true labels and the number of affected tokens. Clicking an arc fil-
ters and displays instance IDs with that error in a dropdown, with
colored squares indicating errors unique to or shared by both mod-
els. This interaction also updates a pie chart on the right showing
the error distribution across models. After selecting an instance, the
Class View and Sample View visualize relevant diagrams. The in-
terface allows multi-selection of unique predictions which made by
the two models for the chosen instance to customize the Sample
View display. Below, the Token List shows each token’s true la-
bel via background color, and both models predictions with two
colored squares. Tokens of Class O, which indicate no slot, are
uncolored for clarity. The Sample List Filter thus streamlines the
detection of prediction errors and enhances analysis with detailed
token-level insights.

4.3. Class View

The Class View in our system (Figure 1F) draws inspiration from
the space-time cube framework traditionally used in social geog-
raphy to represent 3D Euclidean space [BPF14]. We adapt this by
treating model layers as sequential time steps. In our 3D visual-
ization, the x-axis represents the 12 layers of the model, the y-axis
enumerates all tokens of a selected instance, and the z-axis displays
all unique predictions, effectively mapping the complex relation-
ships within the data. Each cube within this 3D matrix varies in
color and size based on the attribution value and its polarity, high-
lighting the impact of each token across multiple predictions. This
visualization helps users understand the complex multi-to-multi re-
lationships inherent in tagging tasks, providing insights into how
features dynamically interact across layers and predictions. To mit-
igate challenges like complex navigation and visual occlusion on
a 2D screen, we incorporate zoom and rotate interactions to en-
hance user experience. Additionally, the Sample View can be con-
sidered as a collapsed version of the Class View along its prediction
axis. This bridges the gap between the global perspective offered by
the Class View and the detailed analysis facilitated by the Sample
View.

4.4. Sample View

The Sample View, as shown in Figure 1G, extends the analytical
capabilities of the Class View with two heatmap options, selectable
via the Sample List Filter. The traditional Heatmap expands the
Class View along the prediction axis for detailed layer-by-layer
analysis of an instance’s attributions for specific predictions. Con-
versely, the Polar Heatmap, with its radial layout, excels in han-
dling long instances by increasing the density of radii rather than
extending the visual space. This design keeps all information vis-
ible within a single view without the need to scroll. Both options
offer interactive hover functionality for detailed insights and are
supported by a bidirectional slider for filtering attribution values,
enhancing user control. A tab system with Grid and Sun options
allows toggling between layouts. When multiple predictions are se-
lected, the Sample View adapts to display corresponding heatmaps
for both models, providing a comprehensive view of the attributions
across the model’s layers, enriching understanding of the tagging
process.

5. Evaluation

Throughout the development process, we engaged with domain ex-
perts and conducted iterative testing and case studies on the proto-
type. This section presents three cases from our research, illustrat-
ing practical applications and insights. We then detail interviews
with two domain experts after refining the tool, evaluating its use-
fulness and usability. These assessments provide a comprehensive
view of the tool’s effectiveness in real-world scenarios and its value
to NLP practitioners and researchers.

5.1. Case Study

We conducted case studies involving three tasks with experts E1
and E2. Both of them are interested in attributions analysis. E1
would also like to explore the model behavior in slot filling task and
E2 is curious about the difference of general model and dialogue
model. Due to the time-consuming nature of computing and ren-
dering attributions across every layer, we precomputed and stored
intermediate values. This allowed for efficient loading and process-
ing during the studies, demonstrating our system’s ability to effi-
ciently disentangle the mechanisms of sequence tagging tasks using
LLMs.

5.1.1. Attribution analysis

After E1 and E2 selecting the BERT & TOD-BERT model pair and
the Input X Gradient method, both E1 and E2 conducted attribution
analysis. E1 selected t-SNE projection method and B-people as
a prediction of interest. E1 observed that tokens actually labeled
as B-people and I-people were not only more prevalent but
also displayed significantly larger point sizes, indicating greater at-
tribution as shown in Fig 3. E2 also observed this pattern across
other categories such as B-date, where tokens labeled B-date
and I-date similarly dominated the visualization in both num-
ber and scale. The visualization effectively highlights the semantic
alignment between tokens and their predictive impact, as seen in the
clear clustering and sizing of related semantic types. E1 concluded
that tokens of each category demonstrate significant explanatory
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power for predictions corresponding to related semantic types, in-
dicating that slot semantics can serve as a robust explanation.

Figure 3: The embedding scatter with attribution value of BERT
and TOD-BERT towards B-people prediction.

After obtaining a global view of the attribution distribution
across each category, E1 accessed the Corpus - Distribution View to
examine detailed numerical values. Across the test dataset, E1 ob-
served that tokens labeled as B-last_name showed significant
negative average attributions toward the prediction of B-people.
This pattern was consistent in both the Bert and TOD-Bert models,
as depicted in Fig 1D, where B-last_name, B-time, and I-
date in the TOD-Bert model also demonstrated notable negative
contributions. Such negative attributions imply that the presence or
high values of these features may decrease the likelihood of cor-
rectly predicting the B-people category. Subsequently, E1 ana-
lyzed the detailed attribution distribution of B-last_name tokens
towards the B-people prediction, as shown in Fig 4. E1 noticed
that the negative outliers are primarily exhibited in the model’s bot-
tom (layers 1-3) and top layers (layers 10-12). This pattern is more
pronounced in the TOD-BERT model, which is specifically trained
on conversational data. E1 inferred that dialogue-oriented models
excel at capturing not just positive conversational semantics but
also negative semantic cues due to their training on diverse conver-
sational nuances and contextual complexities. E1 hypothesizes that
this exposure enhances the models’ sensitivity to negative cues. It is
crucial for refining the models by identifying misleading features.

E1 believes that the findings obtained using our tool indicate a
potential solution to address a key challenge in model interpretabil-
ity. As identified by [JG20], one of the challenges in model inter-
pretability is the lack of human-annotated explanations for evaluat-
ing the plausibility of explanations. E1’s observations suggest that
attributions could be indicative of human-understandable concepts,

Figure 4: Combined scatter and distribution plot present attribu-
tion value distribution of tokens labelled as B-last_name towards
B-people prediction.

such as slots in this case, potentially bridging the gap between raw
attributions and human interpretability. The ability of the system to
reveal these correlations paves the way for developing more intu-
itive methods for annotating and evaluating explanations in align-
ment with human knowledge.

5.1.2. Model behavior tracing

With an enhanced insight into the distribution of model attributions,
E1 embarked on tracking the behavior of the models through a com-
prehensive examination of their layer-wise capabilities. This in-
depth analysis enabled the experts to meticulously track how attri-
butions varied across each layer, providing a clearer understanding
of the models’ interpretative processes and the underlying mecha-
nisms that contribute to their decision-making abilities. From Fig
3, depicting Layers 1, 6, and 12, it is evident that moving from
lower to higher layers within the models, there is a noticeable in-
crease in the formation of distinct clusters by semantic slot types.
In the initial layers, tokens are more dispersed, indicating a pre-
liminary stage of feature recognition where the model is beginning
to differentiate between various types of information but has not
yet formed clear associations. As E1 advanced to Layer 6, the scat-
ter points begin to show a tendency toward clustering, suggesting
that the models are developing a deeper semantic understanding
and starting to group tokens by their functional roles within the
dialogue. In Layer 12, the clusters become significantly more de-
fined. This demonstrates that by the top layers, the models have
effectively captured advanced dialogue semantics, enabling them
to make more nuanced predictions about token roles. E1 observed
that tokens labeled as B-people and I-people, both referring
to the semantic category of people, form clusters that are close yet
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clearly distinct, highlighting the model’s ability to differentiate be-
tween semantically similar tokens.

E1 analyzed a specific misclassification shown in the chord di-
agram in the Sample List Filter, focusing on tokens labeled as
B-date but predicted as I-date. Notably, in the sample with
ID SLOT_FILLING_test_417, the token "on" was incorrectly
predicted by both models as O rather than B-date, highlighting a
systemic issue with contextualizing time-related prepositions. This
error led to subsequent tokens like "the", "first", "Monday", and
"February", which should have been part of a continuous date se-
quence as I-date, being inaccurately labeled as B-date. E1 ob-
served a cascading effect of this initial misrecognition, with errors
extending to the labeling of following tokens. Further examination
in the Class view revealed that tokens following "on" had signif-
icant attribution impacts, as shown by larger and denser cubes in
the top half of the visualization (Figure 1F), indicating the model’s
difficulty in recognizing slots of tokens following "on". E1 also
carefully checked the detailed attribution from the Sample View
by selecting the prediction O and B-date which are two incor-
rect predictions (Figure 1G). Despite deeper layers capturing more
advanced semantics, they still fail to recognize the preposition as
a trigger for the date. E1 concluded that enhancing the models’
grasp of contextual cues in time expressions could improve accu-
racy, pointing out that detailed error analysis could help pinpoint
specific layers and behaviors for adjustment to boost overall per-
formance in natural language understanding tasks.

5.1.3. Model Comparison

After exploring all tasks within the workflow, E2 summarized
observations regarding the distinct behaviors of the two models.
Through comparative analysis in the Corpus View, E2 noted that
TOD-BERT exhibits a more dynamic attribution pattern across its
layers and certain slot classes, suggesting a potentially more nu-
anced understanding of context. In terms of attribution distribution,
BERT demonstrated a relatively stable learning pattern; although it
exhibited some limitations in capturing connections between cer-
tain tokens with a dispersed distribution, it generally showed fewer
extremes. Further investigations using the Class View and Sam-
ple View on specific instances revealed differences in how the two
models focus on the initial token. BERT primarily relies on the
semantics integrated by the [CLS] token for predictions, whereas
TOD-BERT shows a more even distribution of attention across all
tokens, suggesting that it makes decisions by synthesizing informa-
tion from all tokens rather than depending primarily on the first to-
ken. Inspired by the insights gained through our system, E2 devised
a strategy that both models could benefit from training data specif-
ically designed to address observed deficiencies, such as adding
examples that involve prepositional phrases and complex slot struc-
tures.

5.2. Expert Interview

After several refinements, we assessed the system usefulness and
usability through expert interviews combined with the think-aloud
protocol. We observed the domain experts’ interactions and specific
usage of the tool, conducting a qualitative analysis based on the
interview transcripts.

Table 2: Interview Procedure and Duration.

Order of Procedure Activities Duration

Preliminary
Preparation

1) Introductory questioning
2) Tool walkthrough

10 min

Task Scenarios 1) Test via predefined tasks 20 min

Reflective
Discussions

1) Reflection on the tool
2) Future direction

20 min

5.2.1. Methodology

We interviewed two domain experts E1 & E3, one of whom (E1)
had been actively involved in previous discussions during the de-
velopment phase. Both participants have over eight years of expe-
rience in the NLP domain. The interview sessions were conducted
remotely via MS Teams, with each session lasting between 30 and
60 minutes. The procedures followed during these sessions are de-
tailed in Table 2.

The sessions began with preliminary preparations where we clar-
ified the objectives and explained the think-aloud protocol. This
was followed by a tool overview, introducing the primary panels
and their functions, along with a tutorial demonstrating essential in-
teractions and use cases. The core session focused on task scenarios
where participants, thinking aloud, shared their screens while ex-
ploring a familiar document using the tool. Participants evaluated
each visualization for usability—assessing effectiveness, intuitive-
ness, and user-friendliness—and provided feedback on strengths
and weaknesses. They also validated the workflow by completing
tasks related to attribution analysis, model behavior tracing, and
model comparison using integrated visualizations. This approach
aimed to assess how well the visualizations worked together, iden-
tify usability issues, and gather suggestions for improving the over-
all user experience. The sessions concluded with reflective discus-
sions on users’ experiences with specific aspects of the tool. Par-
ticipants shared their overall impressions, highlighting the tool’s
strengths and areas for improvement, and provided suggestions for
additional features or modifications to enhance its usefulness and
usability.

5.3. Results

Throughout the evaluation process, participants provided valuable
insights into the usability, effectiveness, and areas for improvement
for the system. The feedback is summarized based on the tool’s
components both individually and as a whole, highlighting how
they can help in meeting the requirements.

Overall, the system was found to be intuitive and user-friendly.
Both participants appreciated the helpful tooltips and clear visual
elements that made navigation and understanding easier. The em-
bedding view, distribution view, sample list filter, class view, and
sample view each offered unique insights that contributed to under-
standing model behavior and performance. To enhance learnability
for new users, it was suggested that user guides with practical ex-
amples be provided for each functionality. This would help users,
especially those unfamiliar with specific tasks, quickly understand
and utilize the tool effectively.
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Corpus Views: The embedding view was considered intuitive
and user-friendly, with helpful tooltips enhancing the user experi-
ence. Participants could easily observe model attention shifts and
identify influential tokens. The size of points representing attribu-
tion values was noted for its interpretability. E3 especially praised
the interaction for providing a comprehensive understanding of
model behavior and mentioning this visualization is insightful: “in
the final layer, different categories converged and clustered effec-
tively.” Both participants appreciated the distribution view for its
detailed comparison feature and error analysis capabilities, which
are essential for understanding model behavior. Displaying average
values aided in a more accurate understanding of the embedding
view. The specific distribution unfolded the details of each bar,
making detailed exploration easier (E3). However, performance
limitations when handling multiple models and large datasets were
noted, indicating a need for scalability improvements (E1, E3).

Sample List Filter: The sample list filter provided a clear and
straightforward display of token-level details, predictions, and la-
bels for two models, making it easier to understand prediction de-
viations. However, the chord diagram was seen as complex by both
participants, and E1 recommended adding guidance or arrow ef-
fects to improve understanding. E3 noted, “Displaying the num-
ber of instances for each type of error in a comprehensive table
would greatly facilitate improved model diagnostics.” E1 also com-
mented, “It would be better if the error statistics were separated for
each model rather than aggregated in a single chord diagram.”

Class View: Based on the feedback, the class view was praised
for effectively showing the overall distribution of predictions across
multiple categories within an instance, aiding in model diagno-
sis. Participants found the 3D interaction highly useful for rotat-
ing, dragging, and zooming to view both overall and detailed in-
formation. This component was particularly noted for its ability to
facilitate the observation of mutual influences of features on multi-
ple predictions. “The 3D interaction makes it easy to diagnose the
model by observing the feature influences” (E1).

Sample View: Both participants agreed that the sample view
provided a detailed analysis of token-based feature attribution,
which helped participants understand model decisions.

Overall Tool: This tool was found to be intuitive and effec-
tively supported understanding model attributions (R1) by both par-
ticipants. E1 remarked, “The tool provides significant information
about the internal workings of models, which are typically consid-
ered black boxes.” The tool’s capabilities in providing generaliza-
tion across different models and attribution methods (R2) were rec-
ognized, although performance limitations highlighted the need for
improved scalability. The multi-level visualization approach was
particularly praised for its detailed error analysis and layer-wise at-
tribution capabilities (R3 & R4). However, including practical ex-
amples and additional context in user guides would enhance the
tool’s usability and effectiveness, especially for new users (R1).
Additionally, improvements to better distinguish between model
errors and correct predictions, including clarifying the sources of
errors (e.g., misclassification vs. model issues), were suggested by
E1. As E1 pointed out, “You need to know whether a mistake is a
misclassification or due to the model’s interpretation.”

Overall, the feedback highlights system’s strengths in providing

detailed and intuitive visualizations, particularly for error analysis
(R3) and layer-wise attribution (R4). Addressing scalability issues
(R2) and including practical examples (R1) will enhance the tool’s
usability and broaden its applicability, ensuring it remains an effi-
cient and effective resource for NLP researchers and practitioners.

Reflections: During interviews, participants praised the system
for its effectiveness in visualizing up to varies models and methods
across approximately 2000 data instances, while also highlighting
scalability challenges in managing extensive attribution compari-
son analyses, especially for tagging tasks. They noted the critical
need for improved scalability in handling larger volumes of data
and more complex models, which involves enhancing both visual
and computational performance. One participant (E1) stated, “If
scaling can be fixed, then people can easily upload their models
and quickly identify what’s going on. Within seconds or minutes,
you could use this tool across other tasks and datasets, not just slot
filling in dialog systems.” This underscores its potential for broader
application across various NLP tasks.

Currently, the system mitigates some performance challenges
by pre-calculating and storing results of attribution and dimension
reduction, which streamlines the computational process and opti-
mizes web interface rendering, allowing users to interact with the
data more fluidly and efficiently. Participants appreciated these ef-
ficiencies, noting how they improved usability, but suggested that
expanding the system’s capabilities would require further improve-
ments. Specifically, they emphasized the need for integrating this
system more seamlessly into the workflow pipelines of LLMs, such
as automating data preprocessing steps and enabling real-time anal-
ysis. Enhancing this integration would improve the tool’s utility,
ensuring it remains effective for comprehensive model analysis and
interpretation across diverse tasks and larger datasets.

6. Conclusion and Future work

In this work, we have identified three key user tasks and met four
critical requirements for NLP experts, designed to facilitate their
understanding of attributions, model comprehension, selection and
diagnosis. To achieve these objectives, we’ve implemented tailored
visual encodings within our system. Notably, the multi-level visu-
alization facilitates a layered, detailed exploration of models, while
the dual-view feature supports intuitive, side-by-side comparisons
of model pairs. Additionally, our system accommodates diverse an-
alytical methods through its support of various workflows.

Our evaluations demonstrate that the system provides unique
insights, particularly in revealing advanced semantic information,
such as slot semantics in dialogue contexts. Looking ahead, we
plan to further explore higher-level dialogue-specific features for
generative LLMs and address scalability challenges to expand the
system’s capabilities. We remain committed to enhancing the tool’s
utility, ensuring it continues to be a valuable resource for experts
navigating the complexities of LLMs. Through these efforts, we
aim to make substantial contributions to the field of Explainable
AI, pushing the boundaries of model interpretation and analy-
sis.
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