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Abstract
Despite the proliferation of Artificial Intelligence (AI) technologies, their uptake in clinical settings has been lacking progress
due to complexities of sociotechnical factors and intricacies of decision-making. Fairness and bias of predictive models, ethics
and quality of training data, and corresponding compliance requirements become especially pressing while remaining fuzzy
and implicit for various stakeholders who make the decisions. We present learnings and future directions from a design study
with domain experts and propose a novel approach to encoding and collaborative reasoning on complex requirements for
AI-Empowered Clinical Decision Support System (AI-CDSS) design based on Knowledge Graph (KG) representation. The
insights will be useful to the community of visualization researchers who work on ethical AI-CDSS design and conduct design
studies with clinical partners.

CCS Concepts
• Human-centered computing → Visualization design and evaluation methods; • Software creation and management →
Requirements analysis; • Applied computing → Decision analysis; Health care information systems;

1. Introduction

The interest in AI in a clinical context has grown exponentially, fu-
eled, among other factors, by the advances in predictive algorithms
and the popularity of tools with user-friendly interfaces to gener-
ative AI models. Beyond the hype, the attempts to employ some
form of data-driven ML-supported decision-making seem to pene-
trate every area of health research and care.

Evidence, however, indicates that the AI development and im-
plementation approaches created for other areas are usually hard
to translate due to tightly regulated, expertise-reliant, and com-
plex healthcare processes [PLN∗22]. Cookie-cutter deployment of
generic AI and supporting systems in healthcare are failing and in-
creasingly criticized for lacking what was called a Human-Centred
Machine Learning perspective [Cha23]. There is limited consid-
eration for the social, organizational, and environmental factors
in AI-CDSS design and deployment, despite such factors being
essential in determining AI-CDSS adoption [WZW∗23]. Further,
as Chomutare et al. [CTS∗22] summarize, ‘we know very little
about the knowledge and beliefs, self-efficacy and other personal
attributes of the people involved... These factors represent an im-
portant knowledge gap and require further inquiry before AI im-
plementation in healthcare can be more fully understood.’

To solve the challenge of eliciting, abstracting, and structuring
such requirements for collaborative analysis, we develop a two-
stage visual analytics design approach that adapts the established
Design Study frameworks and conduct a series of studies with ex-
perts. Based on that, a set of requirements and specifics is formu-

lated, and a novel technique of mapping decisions and requirements
as a KG for use requirement collection and collaborative reasoning
sessions is identified as a promising tool for improving the design
process of AI-CDSS.

2. Related Work

2.1. Collaborative Design Study with Domain Experts

Several methodological frameworks have been proposed for struc-
turing problem-solving processes using visual tools: Nine Stage
Framework [SMM12], Design Activity Framework [MMAM14],
Nested Model [Mun09], Design by Immersion [HBH∗20]. These
frameworks account for stages, common methodological errors, se-
quence and focus of activity. Building on these foundations, we de-
velop a collaborative design process with industry experts to collect
and abstract sociotechnical factors through two iterative stages.

2.2. Ethical Factors in AI-CDSS Design

Sociotechnical decisions and requirements are important and di-
verse in clinical AI implementation [CTS∗22]. Current and future
compliance needs, cost considerations, limitations of data collec-
tion and sharing, and principles of AI-assisted decision-making are
increasingly pronounced. A subset of such factors is ethical AI, an
umbrella term for requirements that include data privacy, human
agency, and transparency of automated decisions, to name a few.
They are often vaguely defined and implicit and can be imposed by
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Figure 1: Structure and milestones of the two-iteration design study framework with industry experts. The study stages’ terminology and
core structure is based on and extends the Nine Stage Framework [SMM12].

current and potential regulations, values, and risk assessments. For
example, data privacy and the need for large datasets for AI model
training call for cross-organizational data sharing and technologi-
cal solutions such as Federated Learning (FL) [BEG∗19]. While FL
could resolve some of the constraints, FL architectures complicate
the design process further, as they have to involve decision-makers,
influencers, and users across organizations where each organiza-
tion brings its convoluted network of requirements and limitations.
Consequently, in the design of AI-CDSS, ‘AI‘ starts long before
model development and training at the points of legislative regu-
lation decisions, organizational strategies, and cross-organizational
collaborations. There is a gap in understanding how to effectively
collect and abstract such requirements, and visualize them for col-
lective decision-making in AI-CDSS.

2.3. Knowledge Graph Visualization of Decision Networks

Knowledge graphs (KG) are a well-established tool for analyz-
ing multi-dimensional data relationships, used in various applica-
tions, including health data [PTZY20, SLY∗17, BMR21, TPZ∗20].
KG has natural advantages in extracting knowledge from multi-
source heterogeneous information and can serve as a basis for de-
cision support systems [RML∗22, PVGPW17, XWJF19]; however,
the current applications are mostly restricted to medical data and
do not account for decision networks and links with extended sys-
tem requirements. Although some aspects of integration of deci-
sion context and constraints have been described in other areas,
such as Enterprise KG research [Zou20, YL22], KG use for visual
reasoning of decision networks has been very limited. KG for de-
cision network analysis has multiple advantages for the critical in
healthcare integration of human-in-the-loop reasoning, combining
machine-readability, human comprehensibility, and the capacity to
integrate into the data structure complex relationship patterns per-
tinent to human motivations and activities. KG applications hold
promise in the emerging field of Neuro-Semantic AI [BFR∗24].
We designed a KG-based tool and introduced it in the AI-CDSS
design process.

3. Design Study

The design study structure augments the Nine Stage Framework
with two stages of Core Iteration in order to capture both industry

trends and case-specific stakeholder-driven needs, as well as im-
plements multi-stage collaborative requirement solicitation suitable
for the context of AI-CDSS design process such as a large number
of diverse, cross-functional, and often implicit decision makers and
influencers and differences in terminology between them.

3.1. Precondition phase

The Learn phase started with a literature review on visualization
design studies and AI-CDSS, including peer-reviewed papers, non-
academic industry reports, case studies, and white papers in parallel
with exploratory interviews with experts (n=31).

Exploratory interviews. We invited a sample of senior decision-
makers from our healthcare industry network. Participants repre-
sented roles within a typical Clinical DSS project to capture the
variety of explicit and implicit motivations and concerns related
to collecting and processing patient health data and were selected
based on their experience in implementing AI in healthcare in var-
ious roles that would define them as stakeholders-influencers and
decision-makers. Personal networks and established relationships
were important factors when inviting participants, and therefore,
this potentially constitutes a limitation of the study, which mostly
represented individuals from the UK. The interviews were con-
ducted via video calls and, where consented by the interviewee,
recorded, automatically transcribed, and thematically structured us-
ing Otter.ai [Ott22]. Questions were primarily posed in the un-
structured format with open-ended questions such as ‘Please de-
scribe your experience implementing AI-CDSS,‘ ‘What, in your
opinion, prevents health organizations from setting up collabora-
tive machine learning partnerships,‘ and ‘What concerns do you
have regarding using AI for decision support in your work? ‘.

Learnings from the Learn phase. As part of this phase, we
captured personal experiences, identified regulations, uncertainties,
and fuzzy-defined goals that were both for the organizational con-
texts of the interviewees and expressed opinions about overreach-
ing industry challenges (L1). This validated the initial assumptions
on the critical importance of non-technical requirements. Without a
direct prompt, many comments addressed dimensions of AI system
design that broadly correspond to the theoretical framework of po-
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litical, economic, socio-cultural, technological, environmental, and
legal (PESTEL) factors [JSW09].

Complexity and low clarity of requirements were explicitly men-
tioned and followed from the answers (L2). Ethics-related ques-
tions surfaced as both least understood and least crisply defined,
and the absence of practical ethical AI guidances was highlighted
(L3). Another marked factor was the multitude of stakeholders at
different levels of needs and technical knowledge (L4), aggravated
by the team dynamic challenges in the processes of requirements
gathering and system design (L5) and low rates of success of AI-
CDSS project implementations in the long term (L6). Knowledge
gaps and blockers (L7) were also raised, such as fears about costs
and complexity, uncertainty, lack of expertise in the AI implemen-
tation process, and meeting regulatory requirements. Many deci-
sions depend on the data types they are applied to, for example,
privacy sensitivity, cost and time related to the acquisition, and het-
erogeneity of datasets (L8). These findings allowed us to formulate
top-level tasks, narrow the question list, and select participants for
the first iteration of the Core phase.

3.2. Core Iteration 1. Industry-level

Discovery Focus Group. The results of the Learn stage served as
the basis for the Focus Group’s design to cross-validate the find-
ings and further specify goals and abstract tasks with experts. For
the co-creation session, 25 industry experts were invited, and 12
eventually took part: four in-person and eight joined the room via
video conferencing. Aware and expecting issues with the pitfalls
of group dynamics and moderator impact, we introduced a case-
study approach modelled on the Harvard Business School case-
study method [Ric17, Reb11]: the session design and the corre-
sponding moderator guide was developed around two case presen-
tations by a health data marketplace Chief Executive Officer and
by a clinical trial manager. Both introduced a set of real challenges
and needs in the context of their respective projects. Online and
in-person participants used an interactive brainstorming board de-
signed in Miro [vdDK22]. The presentations were preceded by an
open-ended group brainstorming on the requirements and goals and
a discussion of each case, suggesting solutions and related prob-
lems from each participant’s professional experience. The session
was video recorded, and later, a thematic analysis was performed
using the board and sticky note ideas generated during the session
by the participants.

Encoding Decision Network as a Graph. To understand
the most salient themes in the participants’ responses, we
used inductive thematic analysis [BC12] and a hybrid ap-
proach [FAAEMC06]. Firstly, we identified use cases. Secondly,
dissected goals, performance metrics, tasks, and constraints of
users, complex and interdependent relationships, and multi-user
workflows. Finally, focus group results were enriched and com-
bined with the information gathered during the Learn phase (L1,
L3, L7). We considered the method of user stories [LDWB16] that
is traditionally applied to requirements analysis and other ways
to account for the needs of collaborative explorations (L2, L4,
L5). KG emerged as a suitable option for collaborative analysis
and decision network representation. Themes then were manually
mapped in a graph with several iterations of ontology construc-

tion. We name this version of the graph Mother-KG since it cap-
tures top-level industry requirements and expectations. Nodes rep-
resented roles and linked activities, goals, and constraints. The fo-
cus group highlighted a set of industry-level questions and chal-
lenges related to AI-CDSS implementation, including designing
systems that cater to all categories of clinical stakeholders in a
cost—and effort-efficient manner (F1), considering patient needs
when designing systems (F2) and accounting for preventive health
measures in illness-focused health systems (F3).

Implementation. A web-based KG tool, Graph Commons
(http://graphcommons.com/), was chosen for rapid prototyping.
To validate the approach, we applied questions F1-F3 as examples
to discuss with other industry specialists in interactive sessions. We
conducted manual KG exploration and used KG data science anal-
ysis methods — centrality, community detection, and pathfinding
algorithms [XWJF19].

Learnings from the Core Iteration 1. C1: In the validation ses-
sions, Domain Experts collaboratively contributed to the expansion
of nodes and links and the reassignment of element types and links.
KG analysis helped to explore deeper the patterns for more ef-
fective design and implementation (F1). Applying the clustering
algorithm to Mother-KG helped to identify four communities of
users and decisions based on shared requirements and limitations,
and, therefore, it can be considered prototyping for five groups
with common functional and visual characteristics where practical
consideration would prevent customization to each of the multiple
Roles (Figure 2).

Figure 2: Result of clustering analysis to assist the task of pattern
identification.

C2: Centrality and path-finding algorithms, as well as manual
network exploration of KG, help structuring analysis and interac-
tive discussions (F2) as illustrated in the application of these meth-
ods to Patient location in the decision-making process. Despite - in
theory - the Patient’s centrality to healthcare, in practice, not the
Patient but Clinical Administrator is at the centre of the processes,
and the Patient’s needs are expressed indirectly via other actors. Vi-
sual analytics of KG allows to promptly identify such issues. C3:
Path analysis similarly assists collaborative exploration. For exam-
ple, there is a weak indirect link and the long path between society’s
need to focus on prevention and the core processes in health provi-
sion (F3). To resolve this, external stakeholders could be introduced
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Figure 3: Representing graph segments and edge editing: a. De-
spite their importance, prevention-related metrics are not promi-
nent in a typical AI-CDSS. b. Introducing a linking artifact makes
it possible to plug in the public interests in prevention directly.

into the decision-making chain by a connecting artifact – visual-
ization dashboard that communicates preventive impact metrics to
the previously excluded actors (Figure 3). Interactive demonstra-
tion of adding such linking nodes proved easily understandable and
brought up further discussions among experts. Further, the findings
validated the evidence that Patient data relates to and fulfils multi-
ple Requirements, including quality control and reporting. There-
fore, it could be beneficial to incorporate the patient data schema
into a graph linking to the corresponding key decision points.

3.3. Core Iteration 2. Organization-level AI-CDSS System
Design

The results of Iteration 1 have informed the implementation and
validation in two real-world projects. For both cases, we conducted
interviews with key users. After the case interviews and construc-
tion of the case-specific KG, the Mother-KG is iteratively adjusted.

To address the need for data protection and enable better auto-
mated reasoning, the prototyped graph database was reiterated in
collaboration with industry project partners and deployed on the
stack of Neo4j Aura, AWS, React, Node, and NeoDash. Sub-maps
are extracted to address the challenge of graph cluttering [HC-
SMSM00]. Parameter views of nodes, edges, and settings enable
the exploration of extensive attributes without visual overload. Ta-
ble views allow for filtering activities and requirements by roles and
other data for more detailed exploration. The visualization tool is
available at http://viz.oporahealth.com/. As the result of the
first Core Iteration 1, we documented and summarized our findings
and reflections in this paper. Figure 1 shows the stages of the de-
sign study process and the evolution of the visual interfaces and
representations.

4. Lessons Learned and Further Work

Successful design and implementation of AI-driven tools in health-
care rest on a multi-dimensional set of requirements and desiderata
that are usually spread across diverse roles with often misaligned
motivators and needs. Using a visual network analysis can help
the design and engage stakeholders. In addition, visualization of-
fers opportunities to address many of the goals and tasks in AI-
CDSS, such as exploring features that impact AI predictions. We
conducted a design study and distilled the insights for better visu-
alization design in this area discussed in previous sections (L1-L7,

C1-C3). Further, the reflections on methodology and suggested fu-
ture work directions for the visualization community emerged:

I1. The two-stage design study process with industry-wide map-
ping helps structure and guide organizational research and uncover
motivations and factors that front-line users might not be aware of
or have difficulty articulating. Requirements mapping and collab-
orative sens-making using a KG-based visual format show advan-
tages compared to User Stories traditionally used in the industry,
however more formal comparative studies will be needed.

I2. The case-study approach was successful in addressing some,
but not all, limitations created by group dynamics and other
specifics of focus-group format. In future studies, we suggest as-
sembling a smaller group (up to eight participants), allowing more
time up to a full day session with corresponding breaks, presenting
the cases of completed projects as opposite to planned ones, and
aligning the group from the start on the ontology model logic and
vocabulary, such as focus on user context and their tasks.

I3. Fuzzy ethics-related requirements can be effectively clari-
fied via collaborative KG ontology construction, which, in turn,
pose their own requirements for assisting visualization design that
should be explored in further depth: real-time graph construction
and analysis workflows, visualization medium (large-screen pro-
jection at a room scale), the presence of a moderator, as well as the
hybrid (in-person and online) format of interaction.

I4. We identified a set of visualization tasks that aim to help
decision-makers to collaboratively decompose and specify high-
level organizational factors and effectively share them with col-
leagues who have deep complementary knowledge but usually have
minimal time to dedicate to the process. This calls for consider-
ing collective work, soliciting ideas, user engagement, empathiz-
ing, and understanding other people’s views. In healthcare, espe-
cially when working with data on ethical requirements and pa-
tients who are not present at the decision table, human-values visual
metaphors can be a valuable direction for future research.

I5. Automated analysis assists in prompting insights, improving
graph readability by reducing graph cluttering and the occlusion
of nodes, and approximating relationship patterns. However, real-
time data collection methods force the use of pre-built standard
analytical models that can be restrictive. Further KG-based deci-
sion support tool improvements can include multi-dimensionality
exploration beyond click-and-expand, with node color-coding, size
variation, and the use of symbols; introduce multivariate network
analysis with attribute-based clustering and other types of analysis.

These findings will be useful to the visualization research com-
munity conducting design studies in close collaboration with clin-
ical partners. The next step in our work is to expand and validate
the approach in the real-world deployments with the goal to help
creating more successful AI systems that deliver healthier, longer
lives ethically and equitably.
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