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Abstract
In recent times, an increasing fraction of global purchases is conducted via the world wide web. For individual accessories, such
as glasses, a purchase commonly involves trying on multiple products to fit individual aesthetic preferences. The experience of
the try-on process differs greatly between online and offline shopping. While there are real-time methods that facilitate virtual
try-on of glasses, they usually project them onto a 2D image. This leads to inconsistent positioning of the glasses model between
different views, negatively influencing the shopping experience. We propose a strategy, that enables the virtual try-on of glasses
using a Neural Radiance Field as head avatar and a meshed glasses model, leading to consistent positioning of the spectacle
frame through multiple views while maintaining real world like visual quality. We contribute an approach for placing and
aligning the glasses in relation to the human head in the given NeRF context. Furthermore, we propose a framework for real-
time hybrid rendering of meshes and Neural Radiance Fields in the same scene. The proposed method requires training times
around one minute and produces a freely explorable 3D model that achieves interactive framerates on end-consumer hardware.

1. Introduction

Neural Radiance Fields (NeRFs) [MST*20] are an ongoing trend
in the computer graphics community, due to their unprecedented
photorealism in image-based novel-view-synthesis. NeRFs model
scenes as continuous volumetric functions in the form of multi-
layer perceptrons (MLPs) that describe the radiance of light at each
point in space. By training on input images captured from multiple
viewpoints, NeRFs learn to capture intricate lighting effects and
generate renderings with detailed appearance information. This fa-
cilitates highly realistic novel-view-synthesis of scenes containing
fine structures such as fur and hair.
Consequently, derivative works have dealt with the representation
of human beings with NeRFs [PSB*21; PSH*21; ZBT23], facing
additional challenges such as dynamic movements during captur-
ing. These works have shown that human NeRF representations
yield rendered novel views that are hardly discernible from real im-
ages, which poses the question whether virtual try-on applications
can benefit from this technology. Although some works have ex-
plored the composition of virtual volumetric humans and clothing
[SOTC22], as well as glasses [LSS*23], achieving both realistic ap-
pearance and interactions, the training times of up to eight days on
a single GPU prevent their usage in an online virtual try-on setting.
This work attempts to bridge this gap.
Manufacturers typically store existing models of glasses frames in
mesh formats. To combine these pre-existing models with the ex-
pressiveness of human face avatars, we propose the usage of a spe-
cialized renderer, combining NeRFs and meshes in one scene. This
design decision maintains visual quality of the human face avatar in

comparison to a fully meshed-based renderer. It also mitigates con-
version inaccuracies in comparison to a setup, where the spectacle
frames are converted to a NeRF format and rendered using NeRF
composition techniques. Furthermore, the runtime performance of
our hybrid renderer supersedes the performance of a renderer rely-
ing on NeRF models exclusively, due to early ray termination on
intersections with mesh surfaces.
While recent work has dealt with the insertion of meshes into NeRF
scenes [YWTZ24; QGX*23], to the best of our knowledge, no pub-
lished work exists that leverages hybrid rendering for virtual try-on
applications, which necessitates both quick training- and render-
ing times. Therefore, we propose our own framework, available on
GitHub [RWL*24], that coherently displays both NeRFs and sur-
faces in one scene for the purpose of virtual try-on of glasses. Our
renderer achieves real-time performance on consumer-grade hard-
ware. To achieve this, the renderer is based on the highly runtime-
efficient, albeit complex Instant-NGP NeRF variant [MESK22],
utilizing custom CUDA kernels for hybrid rendering. To allow for
rapid prototyping and seamless integration with Python libraries for
landmark detection in human faces [LTN*19], the renderer exposes
Python bindings for loading and transforming meshes and NeRFs.
In summary, our main contributions are:

• a framework for real-time hybrid NeRF-mesh rendering,
• an automatic approach for placing and aligning virtual objects

on human heads in a NeRF context,
• an integration of both components into a cohesive pipeline

enabling photorealistic and view-consistent virtual try-on for
glasses.
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2. Related Work

Neural Radiance Fields (NeRFs) [MST*20] estimate a continuous
radiance representation of a 3D scene using a multi-layer percep-
tron. Using standard volume rendering techniques, this represen-
tation can be leveraged to render novel views with high levels of
realism from multi-view image inputs.

Human NeRF Avatars. NeRFs are generally restricted to static
scenes. Therefore, the rendering of a human face is often difficult
due to micro movements during the capturing process. Park et al.
mitigate these effects by introducing a deformation field [PSB*21]
and lifting NeRFs into a higher dimensional representation space
[PSH*21]. Subsequent publication [WCS*22; HPX*22; ZAB*22;
GTZN21; ZBT23] allow the generation of morphable 3D avatars,
i.e., face models that can depict movement and different emotions,
based on NeRF architectures. These architectures usually require
long training times. For our proposed framework, we opt for the
accelerated NeRF variant Instant-NGP [MESK22], enabling inter-
active framerates and subminute training times on end consumer
hardware. However, this design choice has the drawback, that small
alterations in the captured human’s pose reduce the result’s quality.

Inserting Objects into NeRFs. A multitude of publications pro-
pose strategies to compose multiple NeRF models in one scene
[TCWZ22; LGO*23; JKK*23]. Other recent work deals with the
insertion of meshes into NeRF scenes [YWTZ24; QGX*23]. They
disentangle the baked lighting setup to enable dynamic relighting
of the NeRF components and allow realistic occlusion and shadow
generation. This complicates the training process, increasing train-
ing times considerably, which is undesirable for practical applica-
tion. Thus, our proposed framework ignores dynamic lighting ef-
fects. The results, however show, that even though the lighting is
baked into the model, the rendered novel views have a high level of
realism, provided they are captured under conditions without strong
directional light influence.

Virtual Try-On of Glasses. Virtual Try-On for glasses has been
extensively examined in related publications [YKF*11; ADD16;
Zha18; FJS18; MA21; KSSU19; TZT*14; ZGL*17]. These ap-
proaches use techniques of augmented reality, i.e., they use an im-
age of the human face and overlay a projection of the glass frame,
to achieve a high level of photorealism. Therefore, these strate-
gies are restricted to view directions, from which an input image
is available and can not guarantee consistency between views. Li et
al. [LSS*23] have recently introduced a morphable and relightable
eyeglass model composed together with volumetric head avatars.
While their approach produces photorealistic renderings, training
times of eight hours and a capturing setup involving a light-stage
prevent practical usage for try-on applications. In contrast, our ap-
proach allows for a casual capturing environment and produces ren-
derings in less than two minutes at the expense of visual fidelity.

3. Method

Our work deals with the virtual try-on of meshed glasses for NeRF-
based avatars of human subjects. We outline our method for align-
ing the NeRF and the glasses into the same coordinate system, en-
suring a proper fit on the virtual face in section 3.1. To facilitate a

(a) Reconstructing 3D landmarks from
multiple views.

el
tl
tl̂er fc

(b) Nose, eye and temple
landmarks.

Figure 1: Landmarks on a synthetic head. Triangulation is used to
reconstruct 3D landmarks (a), leveraging multiple rendered views
of a trained human NeRF model and corresponding 2D landmarks
identified with MEDIAPIPE FACE MESH. The 3D landmarks ob-
tained through this process are shown in (b).

cohesive visualization, both representations have to be rendered in
the same scene. This necessitates a specialised rendering approach,
which is detailed in section 3.2.

3.1. Glasses Placement

Fitting the glasses involves aligning predefined reference points on
the glasses’ frame with dynamically identified landmarks on the
face. Three reference and three landmark points are required for
this operation to optimize translation and rotation. The predefined
reference points on the spectacle frame’s temple tips gr,gl and nose
bridge gc are manually annotated for each glasses model.
The corresponding 3D face landmarks are dynamically identified
on a trained human NeRF avatar. The NeRF model enables render-
ing novel views of the face with known camera poses and a static
appearance, i.e., the face is not moving between different views.
This facilitates the triangulation of three-dimensional landmarks.
We leverage MEDIAPIPE FACE MESH [LTN*19] to detect two-
dimensional face landmarks on multiple rendered views. With the
corresponding known camera parameters, we project rays through
the 2D landmarks. The 3D point with the smallest Euclidean dis-
tance to all rays associated with a landmark is identified as the re-
constructed 3D landmark. This process is illustrated in Fig. 1a.
As FACE MESH does not include ear landmarks, we approximate
their positions leveraging landmarks on the nose fc, on the outer
corners of the eyes el , er, and on the temples tl , tr (see Fig. 1b).
In accordance to Yuan et al. [YKF*11], we assume the ears – the
region where the glasses frame rests on the ears in particular – to
be at the same height as the eyes in a typical facial structure. Thus,
the ear landmark fl is approximated as follows (fr analogous):

deye =
el − er

||el − er||
dup = deye ×dfwd (1)

t̂l = tl +

(
(el − tl) ·dup

dup ·dup

)
dup = tl +((el − tl) ·dup)dup (2)

fl = t̂l −α ||el − er|| dfwd (3)
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where deye, dup and dfwd define the head’s orientation, t̂l is the
left temple landmark projected onto the eye plane along the dup
vector and α determines the ratio between the distance of the eyes
and the distance between the ear and temple, for which a value of
0.5 produced satisfactory results. We assume the face’s dfwd vec-
tor to point in the opposite direction of a camera forward vector
corresponding to camera extrinsics that belong to a virtual picture
depicting a frontally oriented face. The camera transform with this
property is estimated by comparing the point cloud of the detected
landmarks – MEDIAPIPE FACE MESH provides pseudo depth val-
ues for each landmark – with the point cloud of reference land-
marks derived from an image of a forward-facing generic face. Pro-
crustes analysis provides a transformation matrix that best aligns
these two point clouds, resulting in a front-facing camera view.
With the glasses reference points gc,gr,gl and the landmarks
fc, fl , fr identified, the spectacle frame can now be positioned on
the face. First, the frame is scaled with factor |tl−tr|

|gl−gr| to ensure a
proper fit. We then employ the KABSCH algorithm [Kab76], which
finds the optimal rotation matrix that minimizes the least-squares
difference between two sets of paired points. The translation t and
rotation R required to position the glasses are computed as follows:

t =−gc + fc (4)

R = KABSCH ({gr −gc,gl −gc} ,{fr − fc, fl − fc}) (5)

3.2. Hybrid Rendering

To coherently render surfaces and NeRFs in the same scene, we
employ a two-stage renderer. The first stage involves rendering the
meshes. We adopt a simplified Disney BRDF model in OPTIX to
ray trace the meshes [BS12]. To mitigate jagged edges in the final
composed scene, the first pass is anti-aliased by multisampling ev-
ery pixel with random jitter [Ken13]. For a ray r(t) = o+ td, the
first rendering stage yields the color Sc(r) and opacity Sα(r) of the
rendered pixel, as well as the depth St(r) of the surface that was hit
by r. If the ray does not hit a surface, Sα(r) = 0. For fully opaque
surfaces, Sα(r) = 1.
The second rendering stage produces the final rendered image,
compositing volumetric NeRF data with the rendered surfaces. For
a ray r between a near and far depth tn and t f , the rendered color
C(r, tn, t f ) of a NeRF is defined as follows [MST*20]:

C(r, tn, t f ) =
∫ t f

tn
T (t)σ(r(t))c(r(t),d)dt (6)

where T (t) denotes the accumulated transmittance from tn to t
along r, σ is the volume density and c the RGB color at a given
point (and viewing direction) in space. For a more detailed expla-
nation we refer to [MST*20]. To incorporate surface data into an
integrated NeRF-mesh rendering approach, we introduce the for-
mulation of the rendered color X(r, tn, t f ) as:

X(r, tn, t f ) =


C(r, tn, ts)+T (ts)Sc(r) if Sα(r) = 1

C(r, tn, ts)+T (ts)Sc(r)
+(T (ts)−Sα(r))C(r, ts, t f )

if Sα(r)> 0

C(r, tn, t f ) otherwise

(7)

where ts is short for St(r). In Eq. 7, the mesh color Sc(r) from

Frame Times [ms]
Head Avatar Head Avatar + Glasses

480p 720p 1080p 480p 720p 1080p

Synth 12.7 19.7 35.6 12.5 19.6 34.9
Real 14.4 28.4 54.1 14.1 27.6 51.6

Table 1: Frame times for various rendering resolutions using an
RTX 3090. All resolutions have a 16:9 aspect ratio. Frame times
are captured both with and without rendering the glasses frame.

the first rendering pass is composited with NeRF color and den-
sity information. The formulation considers both Mesh-NeRF and
NeRF-Mesh occlusions.
In NeRF rendering, the continuous integral is numerically esti-
mated using ray marching. If the ray marching process reaches a
depth St(r) at which the first rendering pass encountered a ray hit
on an opaque surface, the ray marching process is terminated early,
as the volumetric data behind the surface is occluded and can thus
be discarded. This is also accounted for in our hybrid formulation,
which is the case when Sα(r) = 1.

4. Results

We implement our hybrid renderer on top of Instant-NGP
[MESK22], as it provides state-of-the-art training and rendering
times. The CUDA rendering code is adapted to facilitate compo-
sition of mesh and NeRF color information, as well as early ray
termination upon surface hits. The routines for loading NeRFs and
meshes from files, as well as the routines for transforming them
in 3D space are exposed with Python bindings. Thereby, the per-
formance critical rendering code, particularly ray tracing and -
marching, is implemented in a capsuled and runtime-optimized
C++/CUDA library, while less demanding tasks, particularly the
identification of face landmarks and optimization of the glasses po-
sition is implemented in Python. This allows us to conveniently
leverage existing Python libraries for these tasks.
We evaluate our approach for virtual try-on of glasses on two hu-
man subjects – one synthetic and one real – with two glasses frames
each. Each NeRF model is trained for 1 minute on an RTX 3090
GPU. After training, the placement process outlined in Sec. 3.1 is
conducted, taking another 5-10 seconds. Finally, the hybrid scene
can be explored in our renderer with interactive frame rates.
Table 1 lists the frame times for three different render resolutions
and the two introduced NeRF avatars. The frame time experiments
were conducted on an RTX 3090. Interactive frame rates of 20 -
30 FPS are achieved for Full HD resolution (1080p). Frame times
differ between the two avatars, since in the real scene, the shoul-
ders of the subject are included and thus cause a larger volume to
be rendered. Notably, adding the glasses to the rendering process
reduces rendering times by 2-4%, even though an additional ray-
tracing rendering pass is computed for the glasses frame. This is
caused by early ray termination during NeRF rendering that occurs
when the ray marching depth reaches an opaque mesh surface.
The hybrid scene can be viewed in an interactive fashion, allowing
the user to freely orbit around the head to view the glasses from
any angle. The obtained results are presented in Fig. 2. In all four
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(a) (b)

(c) (d)

Figure 2: Rendered views of hybrid scenes with a synthetic (a, b) and real (c, d) human NeRF and two glasses frames. Video results are
provided as supplementary material. The glasses correctly rest on the subject’s nose and ears and are properly occluded by hair and facial
geometry. They are positioned consistently across all views, as they share the same scene space with the NeRF head avatars.

scenarios, the glasses are properly aligned on the faces, resting on
the nose and ears and not clipping into the NeRF geometry. The
glasses’ edges do not appear jagged and the semi-transparent pixels
resulting from anti-aliasing blend seamlessly with the colors of the
NeRF. Notably, this semi-transparent occlusion works both ways,
which is evident in Fig. 2a and 2b, where hair strands convincingly
occlude the frames’ arms.
Although the results may suggest that the real human subject
was videographed in a controlled environment with a white back-
ground, this is not the case. The subject was captured in a casually
lit room and instructed to sit on a chair, in order to minimize move-
ments during the capturing process. The neutral white background
is achieved by limiting the bounding box for volume marching, ef-
fectively pruning any scene backgrounds.

5. Conclusion

In this work, we propose virtual try-on for glasses incorporating
a hybrid rendering approach, that combines mesh and NeRF ren-
dering. We leverage projections of 2D facial landmarks into 3D
space in combination with an approximation of the position of the
human ear to position meshed models of glasses in relation to a
NeRF human head avatar represented as a NeRF. The proposed
combined renderer integrates the two representations in one co-
herent scene. Images of the human subject can be captured in an
environment with unconstrained lighting using a handheld camera

or smartphone. The required preprocessing time for NeRF train-
ing and placement of the glasses mesh, after which the rendering
process is available, constitutes less than 2 minutes. The presented
experiments show consistent placement of the glasses frame and
plausible occlusions, as well as improved rendering times due to
early ray termination.

5.1. Limitations & Future Work

Our approach does currently not incorporate spectacle lenses. As
the severity of ametropia has an effect on the shape and thick-
ness of the utilized spectacle lenses, the lenses refractive prop-
erties vary between customers. Consequently, future work should
consider lenses with variable refraction in the ray marching pro-
cess [LSS*23]. Furthermore, the proposed methodology does not
employ real world measurements of the human head avatar, lead-
ing to estimated relative sizes between the glasses and the human
head. With the proliferation of depth sensors in modern phones,
accurate measurements may be obtained during the capturing pro-
cess without additional visual cues [MAH*22]. Future work may
exploit these sensors to gauge head dimensions and thereby place
glasses with accurate real world measurements into the scene. Fi-
nally, our approach leverages Instant-NGP and is therefore not
robust against movements during the capturing process. To miti-
gate this, strategies that are more robust against dynamic scenes
[PSB*21; PSH*21] could be employed in future work.
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