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Abstract

This paper presents a rapid rendering pipeline for sphere tracing Signed Distance Functions (SDFs), showcasing a notable
boost in performance compared to the current state-of-the-art. Existing methods endeavor to reduce the ray step count by
adjusting step size using heuristics or by rendering multiple intermediate lower-resolution buffers to pre-calculate non-salient
pixels at reduced quality. However, the accelerated performance with low-resolution buffers often introduces artifacts compared
to fully sphere-traced scenes, especially for smaller features, which might go unnoticed altogether. Our approach significantly
reduces steps compared to prior work while minimising artifacts. We accomplish this based on two key observations and by
employing a single low-resolution buffer: Firstly, we perform SDF scaling in the low-resolution buffer, effectively enlarging
the footprint of the implicit surfaces when rendered in low resolution, ensuring visibility of all SDFs. Secondly, leveraging the
low-resolution buffer rendering, we detect when a ray converges to high-cost surface edges and can terminate sphere tracing
earlier than usual, further reducing step count. Our method achieves a substantial performance improvement (exceeding 3× in
certain scenes) compared to previous approaches, while minimizing artifacts, as demonstrated in our visual fidelity evaluation.

CCS Concepts
• Computing methodologies → Rendering;

1. Introduction

Given the recent advancements in computer graphics hardware and
software, particularly the emergence of ultra-high resolution dis-
plays [KAS∗19] and Virtual Reality, there is an increasingly press-
ing demand for fast and efficient rendering algorithms. In this pur-
suit, Signed Distance Functions (SDFs) have emerged as invaluable
tools [Don05], offering mathematical representations that describe
geometric shapes with high precision. By determining the distance
from any point in space to the nearest point on the -mathematically
described- shape’s surface, SDFs facilitate rendering tasks, from
ray tracing to collision detection [FLM24, MEM∗20], while also
enabling procedural content generation due to their efficient mem-
ory utilization [VSJ22], as they do not require storing geometry
data.

Rendering objects using SDFs presents a choice between poly-
gonisation [GVPN09, FPSM06], which reduces accuracy and de-
mands substantial computational resources [FLM24, MEM∗20],
and the more precise and efficient method of Sphere Tracing
[Har96]. However, when rendering scenes by sphere tracing SDFs,
computational complexity rises significantly when dealing with
complex objects and surfaces. This is especially noticeable near
sharp boundaries of scene elements, where the traced rays have to

repeatedly make smaller steps to accurately approach the nearest
SDF, an inherent characteristic of how sphere tracing SDFs works.
As a result, a large number of computational steps are required to
ensure convergence onto the object surface (Figure 3a). But unlike
ray-tracing [Whi79], which benefits from dedicated hardware-level
acceleration structures in GPUs [PFL∗13], similar hardware accel-
eration for sphere tracing SDFs is currently lacking, as it has only
been tested experimentally [SN09, Lik08, FJL∗17].

Thus, rendering complex SDF-based scenes in real time, re-
quires efficient sphere tracing algorithms. Several strategies have
been used to accelerate sphere tracing. Some methods reduce the
ray step count by adjusting the step size using heuristics, e.g.,
dynamic step size adjustment [KSK∗14] or by rendering mul-
tiple intermediate lower-resolution buffers to pre-calculate non-
salient pixels at reduced quality [PKM23]. Additionally, methods
such as cone tracing and super sample anti-aliasing have improved
rendering quality and efficiency [BBV19, CZR∗23]. Local Lips-
chitz bounds [GGPP20] and grid density fields [SEAM22] have
also shown promising results in reducing computational overhead.
However, these methods often introduce rendering artifacts, usually
as a trade-off between rendering quality and speed.

In this paper, we further accelerate sphere tracing while min-
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imising artifacts in a two-step process that employs a single low-
resolution buffer (to reduce initial steps), based on two key ob-
servations: Firstly, by performing SDF scaling, i.e., making the
surface/object larger, a simple mathematical operation, within the
low-resolution buffer, we effectively expand the reach of implicit
surfaces during rendering in low resolution, guaranteeing the visi-
bility of even the smallest SDFs/objects that might have be missed
otherwise. Secondly, we can identify instances where a ray con-
verges towards high-cost surface edges, allowing us to terminate
sphere tracing prematurely in the low resolution buffer, thereby sig-
nificantly decreasing the step count. Full-resolution sphere tracing
is then performed using the estimated starting points, thus placing
rays closer to the traced surfaces, resulting in a massive reduction
of sphere tracing steps, whilst minimising artefacts due to missed
surfaces. Our method supports all types of lights and the acceler-
ation technique can be applied both to primary rays and shadow
rays, enabling accelerated soft shadows.

Our quality evaluation demonstrated that our method renders
high-resolution images nearly identical to the ground truth full-step
sphere tracing, with a speedup of up to 3× in sphere tracing perfor-
mance, while minimizing artifacts, as demonstrated in our visual
fidelity evaluation (up to 60dB). Our contributions include:

• We introduce a rapid rendering pipeline for sphere tracing SDFs,
based on SDF scaling and early ray termination when approach-
ing surfaces.

• We extend our method to support accelerated shadow rays and
soft shadows.

• We perform a thorough evaluation of our method, including an
ablation study for its individual components, comparing it to
the state-of-the-art. Our evaluation indicated a substantial per-
formance improvement over previous work, while minimising
artifacts.

2. Related Work

In this section, we provide an overview of SDFs, scene representa-
tion using SDFs, sphere tracing SDFs and shadows, and introduce
past research on sphere tracing optimisations.

2.1. Singed Distance Functions

Signed Distance Functions are mathematical representations pri-
marily used in computer graphics to describe geometric shapes.
They determine the distance from a point in space to the closest
point on the surface of the shape, with the sign indicating whether
the point is inside or outside the shape. Mathematically, for a point
p in space and a shape with surface defined by S(x) = 0, where
x is a point on the surface, the signed distance function is given
by d(p) = sign(S(p))∥S(p)∥, where ∥ · ∥ denotes the Euclidean
norm. Functions of this type enable shape manipulation and ren-
dering, resulting to efficient algorithms for tasks such as ray trac-
ing, sphere tracing, and collision detection in computer graphics
[FLM24, MEM∗20]. SDFs are also used to manually or proce-
durally generate content [HSK89] due to their efficient memory
utilization. Examples include procedural displacement mapping
tools [Don05], artistic rendering [Ini22], or fully connected neural
networks learning from multiple images [MST∗20, OPG21, PCP-
MMN21] to estimate surfaces in those images.

(a) Union (b) Subtraction (c) Scaling

Figure 1: Useful operations for handling / combining SDFs. (a)
Union of 2 SDFs (box + sphere), b) Subtraction of 2 SDFs (box -
sphere) and c) Scaling of (b).

2.2. Scene Representation

To create a 3D scene, each object is represented by a single or more
SDFs or by combining SDFs using operators. For example, this
equation describes a sphere: dsphere(p,o,r) = ∥p−o∥− r, where p
is the current ray position in the world, o is the center of the sphere,
and r is the size of the sphere. By combining primitive SDFs, such
as the one above, using the union or subtraction operators (Figure
1), we can create more complex shapes. The union operation takes
the calculated distance of two SDFs and chooses the minimum dis-
tance.

Using the subtraction operation, we can remove parts of the im-
plicit surface (Figure 1b). Subtraction works similarly to union,
but instead inverts the sign of the distance, i.e., object we want
to remove from the other SDF as seen in the this equation:
d(p,o1,o2,r) = max(dsphere(p,o1,r),−dsphere(p,o2,r)), and con-
trary to union, takes the maximum distance.

Another common operation when creating a 3D environment is
surface scaling to adjust the size of objects. To scale an SDF, we
can compress the space where the surface exists. Distance estima-
tion is then performed in the scaled space and finally we multiply
the result with the scale value to rescale the space as seen in this
equation: dsphere(p) = (∥(p−o)/s∥− r)∗ s, where s is the scaling
factor applied in the signed distance functions (Figure 1c).

2.3. Rendering SDFs

Rendering objects using SDFs can be achieved in two ways. One
method involves polygonizing the implicit surface of the object
[NY06] i.e., converting the mathematical representation of the ob-
ject into a polygonal mesh. Although this enables the use of con-
ventional rendering techniques, such as rasterization or ray tracing,
it often compromises accuracy and requires significant memory and
computational resources.

Alternatively, Sphere Tracing can be used for more accurate
real-time rendering. Hart introduced sphere tracing [Har96] for ray
tracing implicit surfaces like fractals [HSK89,Kim15,MEG04] de-
scribed by SDFs. In sphere tracing, a ray propagates in 3D space
by calculating the distance between said ray and each surface of
the 3D environment (Figure 3a). When the minimum distance is
found, the ray will move forward using that distance as a step in
the original direction the ray was shot.

A sphere tracing process is terminated if the ray a) approaches a
surface closer than a threshold epsilon - the smaller the threshold,
the more accurately the surface is approximated, but on the flip
side, the higher the required step count, b) surpasses the maximum
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scene travel distance tmax, or c) performs a maximum number of
steps smax. Mathematically, a ray in sphere tracing is expressed as:
pt = ro+rd ∗t, where ro is the ray origin, rd is the ray direction and
t is the ray’s endpoint. The endpoint is increased iteratively during
tracing and can be expressed as: t = t + d(pt), where d(pt) is the
function that returns the minimum distance from the SDF.

We can exploit the immediate access to global scene informa-
tion provided by SDFs, enabling the rendering of realistic soft
shadows. Simply by considering the distance to the nearest sur-
face and the distance along the ray during ray marching, a penum-
bra factor can be computed for each step point, resulting in shad-
ows that are sharper near occluder contact and softer away from
it [Aal18, Ini22].

2.4. Accelerating Sphere Tracing

As scene complexity increases (more SDFs describing the scene),
the sphere tracing step size generally decreases, as there are more
surfaces closer to the ray’s endpoint increasing the step size, but
also, generally, more SDF distance evaluations are also required.
As a result, a ray will need to be traced for significantly more steps
until it converges to a surface, increasing computations overall and
resulting in a drop in performance. To achieve real-time rendering,
several strategies aimed at accelerating sphere tracing have been
presented:

The first family of strategies aims at reducing the required num-
ber of steps. Keinert et al. [KSK∗14] controlled step advancement
by multiplying the step size using a scene-specific fixed multiplier
ranging between 1 and 2, which enhances tracing speed but the
multiplier has to be manually selected. This scene-specific con-
figuration limitation prompted subsequent research by Bán et al.
[BV23], to propose a dynamic step adjustment based on a func-
tion including the rate of change of the previous step size and
the current step. Bálint et al. [BV18] further refined [BV23] by
constructing linear distance approximations of rays to SDFs; the
method is particularly effective for planar surfaces. Cone tracing
by Bán et al. [BBV19] and super sample anti-aliasing by Chubarau
et al. [CZR∗23] have further improved rendering quality and effi-
ciency. A method utilising local Lipschitz bounds [GGPP20], has
demonstrated promising results in reducing computational over-
head by avoiding calculating distances that don’t intersect with a
ray. All aforementioned approaches work well for older GPUs, that
had large batch sizes, meaning that pixels that need to perform more
steps would force pixels that needed less steps to stall. For modern
GPUs, these methods provide limited performance improvements
while still generating artifacts (see Evaluation section 4).

The second family of strategies leverages acceleration structures
to accelerate ray traversal towards scene points that contain sur-
faces. Söderlund et al. [SEAM22] and Balint et al. [BK21] propose
the use of a grid density field where each voxel of the grid has a
pre-calculated signed distance to the nearest SDF at its eight cor-
ners. They then compute the distance between a ray and the surface
defined by trilinear interpolation of signed distances at corners of a
voxel. The major drawback of these approaches is that the render-
ing quality and increased memory usage of the produced volumet-
ric grid relies on a step size for the grid that depends on the scene’s
structure and complexity.

The third family employs low resolution render targets [PKM21]
to approximate ray distances in the 3D environment. Polychronakis
et al. [PKM23], combine several buffers in a pyramidal render tar-
get hierarchy and filtering to spawn rays closer to surfaces result-
ing in fewer steps overall. This method offers a balance between
computational resources (less memory than grids) and similar ren-
dering quality while being faster than the other methods, however,
it suffers from artifacts and requires a complex hierarchy of render
targets (high memory cost) and filtering (high computational cost).

In the next section, we present a method for both improving
sphere tracing performance, and reducing rendering artifacts.

(a) no scaling applied (b) Low scaling (c) High scaling

Figure 2: SDF scaling steps (1-128, visualised) for different pa-
rameters in the Sponza atrium (top) and a schematic of the phe-
nomenon (bottom). Left: No scaling applied in the low resolution
buffer and small surfaces are missed. Middle: SDF size was in-
creased leading to small surfaces been correctly “hit”. Right: Ex-
treme SDF scaling leads to artifacts.

3. SDF Scaling and Early Ray Termination for Fast Sphere
Tracing

3.1. Method Overview

Our method draws inspiration from prior techniques aimed at re-
ducing ray steps by adjusting step size and generating lower reso-
lution renders [PKM23]. Yet, the speed gained from low-resolution
buffers can lead to noticeable artifacts, particularly in small fea-
tures, necessitating filtering. Our approach minimizes artifacts
while significantly cutting down steps compared to previous meth-
ods. This is achieved by using a single low-resolution buffer and a
novel tracing optimisation instead of a filtered pyramid. This pro-
vides a head start origin for bundles of rays when rendering at the
full resolution, by positioning rays closer to the surfaces using the
information stored in this low resolution buffer, significantly im-
proving performance. First, we perform SDF scaling in the low-
resolution buffer, effectively enlarging the footprint of the implicit
surfaces when rendered in low resolution, ensuring visibility of all
SDFs; Secondly, we identify when a ray converges to high-cost sur-
face edges and can terminate sphere tracing earlier than usual, fur-
ther reducing step count significantly. Our method works in two
passes described below.

© 2024 The Authors.
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(a) Low ϵ (b) Medium ϵ (c) High ϵ

Figure 3: Step visualisation for different ϵ values in the Sponza
atrium (top) and a schematic of the phenomenon (bottom). Step
count is reduced from left to right as the ϵ value is increasing.

3.2. Pre-processing: Low Resolution

In the pre-prossessing pass, we render primary and shadow rays in a
low resolution buffer (for a 4K output buffer we reduce the low res-
olution buffer to a quarter of the resolution in each axis, i.e., from
3840x2160px to 960x540px) while applying scaling operations in
the implicit surfaces and use a larger epsilon, i.e., terminate the ray
further back from the surface, storing a smaller distance in the low-
resolution buffer (Figure 3). We scale SDFs uniformly because we
have no prior knowledge of the volume surface and we increase the
volume of the SDFs using the scale operator.

Before scaling the SDFs, we establish whether the camera dis-
tance is positive or negative (meaning it is in front or behind an
implicit surface, or inside or outside an implicit volume if it is a
closed shape). If the distance is positive we scale up, i.e., inflate
the volume surface of the SDF. If the distance is negative, we scale
down the volume surface, i.e., deflate the SDF. This estimation has
negligible computational cost.

This effectively expands the reach of implicit surfaces during
rendering in low resolution, guaranteeing the visibility of even the
smallest SDFs/objects that might have be missed otherwise. We
store the traversed distance in the low-resolution buffer providing
a head start origin for bundles of rays at the full resolution (for
our target resolution each pixel will be reused by groups of 4x4
pixels (16) in the full resolution) by positioning rays closer to the
surfaces using the information stored in the low-resolution buffer.
This significantly enhances performance by reducing the distance
rays need to travel before reaching surfaces.

For objects that have holes (generated using the subtraction op-
eration) instead of increasing the volume size of the SDF that gen-
erates the hole, we decrease it , to improve the approximation. This
works only when the camera is in front of the implicit surfaces: if
the camera is behind the implicit surfaces, we scale up the SDF.

This approach once again, forces the SDFs to cover more pixels
in the lower resolution to get a better estimation of the distance
to be used in the second stage (Figure 2). When a larger surface
overlaps with a smaller one, this provides a relaxed estimation of
the distance between the ray and the surface (Figure 2c).

Early Ray Termination. The scaled SDFs may overlap with one
another as they now have a different footprint than they originally
had. To avoid surface overlaps with a smaller SDF, we terminate the
sphere tracing process when the distance between a ray and the sur-
face is smaller than a modified, larger epsilon value than normally
used. This ensures that the ray doesn’t bypass the edges of surfaces
and provides a fast distance approximation. The drawback of this
approach is that when we set a higher epsilon, shapes with edges
start to become more rounded eliminating the edges and providing
an inaccurate approximation (Figure 3c).

3.3. Main pass: Full-resolution

In the second pass, we perform sphere tracing at full resolution
(4K in our system), for both primary and shadow rays [Har96] to
produce the final frame. We sample the approximated buffer to get
the approximated distance, and we set the origin of each ray in
the 3D world by reconstructing its position based on the distance
stored in the low resolution buffer - instead of the camera origin.
We then perform sphere tracing for each pixel. This results in rays
performing significantly fewer steps compared to the ground truth
sphere tracing (Figure 5). In our method, we take advantage of the
additional computational resources by in turn spawning more rays
to enable anti-aliasing without increasing the overall frame time
cost. For the second, high resolution pass of soft shadow tracing,
we use the approximated distance to trace the shadows and set a
shadow hardness k value according to the effect we want to achieve
(higher k value “harder” shadows) (Figure 6).

Figure 4: The scenes used in the evaluation, by Inigo Quilez
[Ini22] and [CZR∗23].

4. Evaluation

4.1. Overview

We conducted a performance and visual fidelity assessment of our
system, our primary objective being twofold: to demonstrate the
superior efficiency of our method and to validate that our rendering
outputs attain comparable (or better) visual quality to the state-of-
the-art and ground truth sphere tracing. We compare our method for
primary rays against the Enhanced Sphere tracing [BV18], Auto-
Relaxed Sphere Tracing [BV23], Inverse Pyramid Rendering (IPR)
[PKM23] and classic sphere tracing [Har96] which we consider the
ground truth. We compare our method for shadow rays (soft shad-
ows) against all aforementioned method excluding IPR as it does
not support shadows. To ascertain the significance of key compo-
nents within our rendering pipeline, we also execute an ablation
study. The study delves into the impact of early termination and
uniform scaling of SDFs with or without soft shadows on render-
ing performance and output quality. By including/excluding these

© 2024 The Authors.
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(a) SP (b) EN (c) AR (d) IPR (e) Ours

Figure 5: Left to right, primary rays total step count Sphere Trac-
ing (SP) vs Enhanced (EN) Sphere tracing vs Auto-Relaxed (AR)
Sphere tracing vs Inverse Pyramid Rendering (IPR) vs Ours.

components and analysing their effects, we gain valuable insights
into their respective contributions to the overall rendering process.

We leveraged high quality scenes as depicted in Figure 4 (most
of them provided by Inigo Quilez, with permission [Ini22]), all
represented using procedural SDFs without explicit geometry. The
scenes encompass a diverse range of object complexities and envi-
ronments. The scene "Primitives," serves as an open environment,
rendering primitive shapes against a plane with a checkerboard pat-
tern. The scene "Column & Lights" presents a more intricate closed
setting created using box SDFs and repeating them using a repeti-
tion operator for the floors and the columns.

The scene dubbed "Greek Temple" showcases a landscape, com-
prising procedurally generated cliff formations and an ancient tem-
ple structure. This scene is particularly complex in terms of SDF
operators. First, a column is generated by modulating a cylinder
SDF using a sine wave function to create the flutes, the vertical
grooves running along the shaft of the column. Then the ancient
temple involves a repetition operator to generate its multitude of
columns. The terrain is generated via a wave function fed by noise
sampled from 2D textures. The last scene is the highly complex
Sponza atrium (used in [CZR∗23]) created by combining various
primitive shapes using the subtraction, scaling and repetition oper-
ators.

4.2. Performance Evaluation

For the performance evaluation we calculated the time to render
a frame and visualise the spawned rays/second for the aforemen-
tioned methods with and without shadows, for 1 sample/pixel or
4 samples/pixel Multisample Anti-Aliasing (MSAA) compared to
the ground truth (full sphere tracing) which we show in Table 1.

(a) SP (b) EN (c) AR (d) Ours

Figure 6: Left to right, shadow rays total step count Sphere Trac-
ing (SP) vs Enhanced (EN) Sphere tracing vs Auto-Relaxed (AR)
Sphere tracing vs Ours. IPR is exluded as it does not support
shadow rendering.

The target resolution was 4K/Ultra HD (3840 x 2160). The com-
puter used had an Intel i9-12900F CPU, 32GB RAM, and a single
NVIDIA GPU RTX-3070Ti with 8GB RAM. We present compar-
ison tables of the achieved performance gains against the state-of-
the-art and visualize the reduction in steps for all methods.

For the Primitives scene, our method consistently outshines
others in terms of frame time (FT) and Million Rays per Sec-
ond (MR/s), showcasing remarkable reductions in rendering time
(speedup 3×) and notably higher efficiency. With anti-aliasing
turned off, our method reduces rendering times to half in most
scenes compared to the state-of-the-art and with anti-aliasing
turned on our method still achieves significant reductions in ren-
dering time. In the same table (1), we also provide a comparison of
our method against the state-of-the-art with soft shadows enabled.
In the Primitives scene, our method achieved lower rendering time
compared to the ground truth with an improvement in performance
by 2.1× because most shadow rays finished tracing after 1 step
(Figure 6). In the Columns scene, we achieved an improvement of
1.52×, whereas in the Greek Temple scene, we achieved an im-
provement of 1.8×. In the Sponza atrium, the rendering time in-
creases significantly (shadows take up to 20 ms) compared to other
scenes due to scene complexity (increased computations to eval-
uate more SDFs). However, our method can still improve perfor-
mance by 1.5×. Overall, our approach achieves better rendering
times compared to alternative methods across the board.

Compared to the state-of-the-art, our method outperforms previ-
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Figure 8: Visualization of the local SSIM and FLIP difference/error map for the scenes used in evaluation without shadows, compared
against ground truth sphere tracing. SSIM images are normalized for better visualization. The global SSIM value indicates high structural
similarity and the mean error measured by the FLIP metric approaches zero for all scenes in IPR method and our method, indicating a very
high similarity to ground truth with our method outperforming slightly in SSIM and FLIP the IPR and significant in PSNR.

ous methods as it skips a significant number of steps (Figure 5). For
shadow rays, our method improves overall performance by termi-
nating tracing early on the lower resolution buffer based on attenu-
ation resulting in fewer steps overall, and also by reducing the steps
in the full resolution rendering by giving an approximate head start
to bundles of rays (to 16 rays in the full resolution for just 1 in the
low resolution buffer) (Figure 6).

4.3. Visual Quality Evaluation

We employed the Structural Similarity Index (SSIM) [WBSS04],
PSNR [HZ10], and FLIP metric [ANA∗20] to evaluate the visual
quality achieved by our method in comparison to ground truth data
obtained via full sphere tracing and state-of-the-art algorithms. Fig-
ure 8 provides a visual representation illustrating local SSIM values
and the error map produced by FLIP for the aforementioned meth-
ods without shadows compared against ground truth. Figure 9 pro-

vides a visual representation illustrating local SSIM values and the
error map produced by FLIP with shadows. Figures 8 and 9 also
present the overall SSIM scores, mean error values resulting from
FLIP analysis, and PSNR across different scenes without shadows
being rendered for all methods and with shadows for all but IPR
(not supported).

For all scenes without shadows, our method achieved higher
PSNR, and SSIM & FLIP scores compared to the state of the art,
demonstrating that our primary ray sphere tracing produce images
closer to the ground truth, i.e., with less artifacts (commonly found
around thin structures), than the state-of-the-art. With shadows en-
abled our method achieves better results compared to the state-
of-the-art in two of the four scenes. For the other two scenes our
method performs only very slightly worse while being significantly
faster. This is not readily reflected in the actual images (Figure 9).
Given that we observe a higher error at open environments and only

© 2024 The Authors.
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Figure 9: Visualization of the local SSIM and FLIP difference/error map for the scenes used in evaluation with shadows turned on, compared
against ground truth sphere tracing. IPR is excluded from the comparison due to shadows being unsupported. SSIM images are normalized for
better visualization. The global SSIM value indicates high structural similarity and the mean error measured by the FLIP metric approaches
zero for all scenes in IPR method and our method, indicating a very high similarity to ground truth with our method outperforming slightly
in SSIM and FLIP the IPR and significant in PSNR.

at high-depth values we hypothesize this is due to how we handle
depth accuracy in the accelerated low resolution buffer. Our eval-
uation did not include a perceptual study, as our method produced
even less of the thin structure artifacts observed in similar methods

(according to PSNR, SSIM & FLIP scores), and those had already
been found to be imperceptible [PKM23].

Ablation study. To evaluate the effectiveness of our rendering
pipeline’s key modules, namely a) early ray termination and b) scal-

© 2024 The Authors.
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No AA - No Shadows SSAA x4 - No Shadows
Scene SP EN AR IPR Ours SP EN AR IPR Ours

Primitives 16.5 12.7 11.9 10.3 8.2 53.9 42.5 58.2 29.9 14.1
Columns 7.6 7.5 7.5 6.6 4.8 28.4 28.0 26.9 14.8 14
Temple 15 12.2 12.01 11 7 54.3 43 43 31.2 24
Sponza 12.5 11.1 10.1 8.5 6.4 45.4 40.1 37.3 25.1 22.3

No AA - Shadows SSAA x4 - Shadows
Scene SP EN AR Ours SP EN AR Ours

Primitives 20.3 16.0 14.9 8.7 52.3 43.2 39.4 24.9
Columns 12.3 10.8 10.2 8.1 37.2 35.8 34.1 18.3
Temple 25.4 18.3 17.9 14.1 69.9 51.4 51.2 39.9
Sponza 32.8 30.5 28.5 21.8 60.5 54.2 52.4 30.5

Table 1: Top sub-table, measurements for primary rays. Bottom sub-table, measurements for primary and shadow rays - excluded IPR from
shadow measurements as shadows are not supported. Frame rendering time for each scene in milliseconds; metrics for 1 and 4 samples per
pixel. Evaluating the performance of Sphere Tracing (SP), Enhanced Sphere Tracing (EN), Auto-Relaxation Sphere Tracing (AR), Inverse
Pyramid Rendering (IPR), and our method for primary and shadow rays. Auto-Relaxed utilized a parameter (b) value of 0.3, Enhanced
Sphere Tracing employed an omega value of 0.5.

No Shadows Shadows
Scene Metrics W/O ET W/O SC ET & SC W/O ET W/O SC ET & SC

Primitives

FT (ms) 7.1 8.4 8.6 8.3 10.3 10.5
PSNR (dB) 44.7198 44.7449 60.3559 27.9018 35.2168 54.3279

SSIM 0.99299 0.99402 0.99997 0.97347 0.99528 0.99985
FLIP 0.003921 0.003870 0.000038 0.031284 0.003200 0.000604

Columns

FT (ms) 6.2 6.0 6.6 9.0 8.8 9.9
PSNR (dB) 35.4043 37.7992 38.9716 24.9847 25.0812 31.4313
SSIM (dB) 0.97911 0.9852 0.98775 0.82202 0.82725 0.96041
FLIP (dB) 0.015361 0.011609 0.010609 0.011528 0.010869 0.026841

Temple

FT (ms) 7.4 8.0 8.3 10.6 16.4 16.5
PSNR 25.3528 31.9126 31.9215 27.6492 34.1007 35.168
SSIM 0.93149 0.97285 0.97286 0.93625 0.97896 0.97925
FLIP 0.039382 0.015598 0.012358 0.070749 0.032912 0.019915

Sponza

FT (ms) 6.8 7.7 8.2 18.6 22.1 22.8
PSNR (dB) 29.0528 35.7455 39.9769 27.0548 38.4397 38.172
SSIM (dB) 0.97391 0.98955 0.99364 0.89888 0.95915 0.96332
FLIP (dB) 0.024387 0.010603 0.007359 0.046430 0.011139 0.010707

Table 2: Results of the Ablation study. Early Termination (ET) and Scaling (SC) enabled or disabled for primary and shadow rays. Both
components improve both the computational efficiency and the image quality across the board, with minor exceptions.

ing of SDFs within the approximated buffer, we conduct an ablation
study. The results obtained from this study, with uniform scaling
set to 1.005 and ϵ set to 0.05 for the generation of the approximated
buffer, are shown in Table 2.

5. Conclusion

We introduced a method for accelerating sphere tracing for render-
ing SDFs by applying early ray termination and SDF scaling on a
low resolution buffer. We extend our method to support high quality
accelerated soft shadows, using the same low resolution buffer. We
benchmarked the performance of our method compared to ground
truth and state-of-the-art methods. Our analysis indicated a signif-
icant boost in sphere tracing performance using our method with
or without shadows, enabling faster rendering of complex SDF-

based scenes without compromising quality. We perform an ab-
lation study providing insights into our method and verifying the
important of the integration of the components we propose. Future
work may look into a solution to avoid uniform SDF scaling based
on depth information obtained during sphere tracing, in addition to
dynamic scaling in regions far away from the camera.
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