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Abstract
This paper describes a collaboration between marine and computer scientists to improve fisheries data collection. We evaluate
deep learning (DL)-based solutions for identifying crabs and lobsters onboard fishing boats. A custom made electronic camera
systems onboard the fishing boats captures the video clips. An automated process of frame extraction is adopted to collect
images of crabs and lobsters for training and evaluating DL networks. We train Faster R-CNN, Single Shot Detector (SSD), and
You Only Look Once (YOLO) with multiple backbones and input sizes. We also evaluate the efficiency of lightweight models for
low-power devices equipped on fishing boats and compare the results of MobileNet-based SSD and YOLO-tiny versions. The
models trained with higher input sizes result in lower frames per second (FPS) and vice versa. Base models are more accurate
but compromise computational and run time cost. Lighter versions are flexible to install with lower mAP than full models. The
pre-trained weights for training models on new datasets have a negligible impact on the results. YOLOv4-tiny is a balanced
trade-off between accuracy and speed for object detection for low power devices that is the main step of our proposed pipeline
for automated recognition and measurement of crabs and lobsters on fishing boats.

CCS Concepts
• Computing methodologies → Artificial intelligence; Object detection; Machine learning; Neural networks;

1. Introduction

The fisheries industry is contributing enormously to the economy
around the globe. Crabs and lobsters are among the valuable fish-
eries products that share the seafood demands of the growing hu-
man population [(GS]. The collection of fisheries data is a chal-
lenging task, however, collaborative research by marine and com-
puter scientists can provide low-cost solutions. The fisheries data
tends to be collected by multiple traditional and technological
means [HMP∗15, Por10, UK.22, MGB∗19]. Each method aims to
collect data to maintain proper record of catch, discards, by-catch,
etc. Hold et al. [HMP∗15] evaluated the potential of using on-
board camera systems to collect data of brown crabs, and lobsters
in Wales. Automation is essential in improving the standards of
data collection and monitoring at low cost. The onboard camera
systems on fishing boats have improved the amount and quality
of data collection as a cheaper alternative to onboard observers to
get the same coverage, and computer-automated image extraction
and measurement can increase the application of video systems for
data collection in a time and cost efficient manner. Our proposed
computer automated system works on the videos captured by the
camera systems.

2. Literature

The main types of object detection include few-shot, transformer-
based, single-stage, and two-stage detectors. We focus on one-stage
and two-stage detectors. YOLO [RDGF16] and Faster R-CNN
[RHGS15] are examples of these two types of detectors, respec-
tively. The literature presents extensive work on fish detection, and
some research on ML-based object detection techniques for iden-
tifying crabs and lobsters. For example, Cao et al. [CZLS20] pro-
posed a detector for underwater crab detection named Faster MSS-
DLite. They performed experiments with 5125 images for train-
ing and testing MSSDLite. The merged SSD and MobileNetV2
backbone achieved a precision of 98.84% with a frame rate of 74
per second. Chen et al. [CZLD] designed a lightweight crab de-
tection and gender identification method called GMNet-YOLOv4
based on YOLOv4 with GhostNet backbone. This modified detec-
tion model achieved mAP of 97.23%, which was 2.82% higher
than the base model. Recently, Ji et al. [JPXZ23] used Mobile-
CenterNet and MobileNetV2 for underwater river crab detection
that achieved an AP of 97.86% and run time speed of 48.18 FPS.
Wu et al. [WXC∗23] used abdomen parts for identifying swim-
ming and mud crabs with two data sets using DL-based network
named PDN (Part-based Deep Learning Network) with three over-
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S.No. Network Input Size mAP50 Recall F1 Score FPS Training
Loss

Training
Steps

1 Faster R-CNN Inception v2 640 x 640 89.3% 68.6% 77.6% 10.0 1.4 50k
2 Faster R-CNN ResNet-50 640 x 640 82.1% 64.8% 72.5% 4.3 2.1 50k
3 Faster R-CNN ResNet-101 640 x 640 76.7% 58.7% 66.5% 3.6 2.3 50k
4 SSD Inception v2 640 x 640 54.0% 55.6% 54.8% 22.0 9.2 50k
5 SSD ResNet-50 640 x 640 75.3% 71.0% 73.1% 10.0 0.6 50k
6 SSD ResNet-101 640 x 640 49.5% 63.8% 55.7% 5.5 3.4 50k
7 SSD MobileNetV1 640 x 640 31.7% 54.1% 40.0% 25.4 17.5 50k
8 SSD MobileNetV2 640 x 640 47.5% 54.8% 50.9% 25.4 8.3 50k
9 SSDLite MobileNetV1 640 x 640 54.2% 55.3% 54.8% 25.4 7.0 50k

10 SSDLite MobileNetV2 640 x 640 50.0% 52.2% 51.1% 16.5 9.2 50k
11 SSD MobileNetV3-Large 640 x 640 88.8% 69.6% 78.0% 30.0 1.1 50k
12 SSD MobileNetV3-Small 640 x 640 39.5% 59.3% 47.4% 41.3 1.4 50k
13 YOLOv3 320 x 320 59.3% 64% 66% 32.0 0.06 6k
14 YOLOv3 416 x 416 67.7% 68% 67% 21.3 0.07 6k
15 YOLOv3 608 x 608 87.0% 89% 79% 12.8 0.03 6k
16 YOLOv4 320 x 320 97.2% 95% 97% 32.0 0.89 6k
17 YOLOv4 416 x 416 97.4% 96% 97% 21.3 0.67 6k
18 YOLOv4 608 x 608 96.9% 92% 95% 11.2 0.70 6k
19 YOLOv3-tiny 320 x 320 62.7% 57% 67% 64.0 0.13 6k
20 YOLOv3-tiny 416 x 416 79.1% 72% 78% 64.0 0.17 6k
21 YOLOv3-tiny 608 x 608 78.9% 60% 72% 64.0 0.31 6k
22 YOLOv4-tiny 320 x 320 61.2% 64% 63% 64.0 0.08 6k
23 YOLOv4-tiny 416 x 416 86.4% 84% 79% 64.0 0.05 6k
24 YOLOv4-tiny 608 x 608 89.5% 89% 85% 64.0 0.23 6k

Table 1: Evaluation of Faster R-CNN, SSD, SSDLite and YOLO v3, v4 and tiny versions.

lapping and non-overlapping strategies. The overlapping strategy
partitions combined with edge textures achieved maximum mAP
of 94.5%. Li et al. [LYT22] used YOLOv4 with a modified chan-
nel attention mechanism to extract weighted multi-scale features.
They improved the AP by 5.03% at the rate of 15 FPS. Mahmood
et al. [MBA∗20] published his work on Western rock lobster de-
tection and created a synthetic dataset of lobster body parts. They
trained YOLOv3 on the datasets. The results show that the synthetic
data improved mAP by 25.9% in underwater images.

3. Experiments

We mount the camera unit directly above the catch table to record
video clips. The camera unit is a sealed, tough, and waterproof
plastic unit as shown in Figure 1. The high-resolution videos are
recorded and downloaded to a WiFi-enabled device. We used 44
videos of different lengths between 5 to 35 minutes to create our
datasets for training and evaluation purposes. The main challenges
in data collection include dissimilar setups (such as the appearance
of the catch tables), highly varied poses of animals, presence of un-
wanted objects in the scene like bycatch, ropes, pots, mud, gloves.
Another problem is the variation in lighting due to moving vessels,
outdoor weather conditions and different times of day during the
fishing trips. We trained Faster R-CNN, SSD and YOLO on our
datasets and evaluated the performance of the models on test data.
Figure 2 shows detection bounding boxes on images. The results of
our trainings are given Table 1 below.

(a) CAD view showing internal components (b) Internal hardware removed

Figure 1: a) The internal components of the camera. b) The outer
cover for protection.

Figure 2: Detection of crabs and lobsters in images.
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4. Results/Conclusion

This research investigates state-of-the-art DL models for detect-
ing crabs and lobsters on fishing boats. The trials include Faster
R-CNN and SSD with inception v2, ResNet-50, and ResNet-101
backbones. Faster R-CNN achieved high mAP, while SSD per-
formed at high FPS rate. The trials with SSD light-structured
MobileNet backbones resulted in lower mAP values and signif-
icantly faster than Faster R-CNN and SSD models. The results
show a trade-off between speed and accuracy among the base and
lightweight models. The selection of input size is significant. The
computational cost of low input size is less but higher input size im-
proves the precision in most cases. The performance of SSD with
MobileNets is less affected by the input size variations. The re-
search shows a negligible impact of pre-trained weights for train-
ing models on new datasets. The results of YOLOv4 are better than
YOLOv3. The YOLO-tiny versions are an alternative for deploy-
ment on low-power devices. The YOLOv4-tiny achieved a maxi-
mum mAP of 89.5% with 64 FPS and is an efficient solution to
detect crabs and lobsters on fishing boats and similar problems.
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