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Abstract
Multimodal registration of intraoperative ultrasound and preoperative computed tomography imaging is the basis
for percutaneous hepatic interventions. Currently, a rigid registration is performed manually by the surgeon using
vessel structures and other anatomical landmarks for visual guidance. In this work our approach for intraoperative
vessel segmentation from two ultrasound imaging modes, namely B-Mode and color flow mode, is presented.
This segmentation is an important step for automation of the intraoperative registration which relies on vessel
structures visible in contrast enhanced CT and ultrasound volumes. This paper describes the problems that arise
when using B-mode ultrasound for segmentation of vessels and how they can be solved by introducing additional
vessel information from color flow imaging. On a total number of 21 patients, our system was applied successfully
in 15 cases. For nine randomly chosen patients studied in this paper, our system achieves a 3.45 mm accuracy at
points used for registration and 5.01 mm for other landmarks which were not used for the registration process.

Categories and Subject Descriptors (according to ACM CCS): Image Processing and Computer Vision [I.4.6]:
Segmentation—Image Processing and Computer Vision [I.4.m]: Miscellaneous—

1. Introduction

Orientation is a highly complex task in minimally invasive
surgery. In order to know the location of the tools with re-
spect to the target and risk structures, the surgeon needs a lot
of experience.Ultrasound imaging is the modality of choice
during percutaneous hepatic tumor ablations. The surgeon
uses live ultrasound imaging at several stages of the work-
flow. Ultrasound B-Mode (BM) is used during diagnosis at
the beginning of the intervention. Furthermore, it is used
for orientation while searching for the tumor location and
possible secondary findings. Finally, the interventional tool,
which is most often a needle or cannula, is placed inside the
tumor under ultrasound guidance.

During the intervention, the surgeon tries to en-
hance his understanding by overlapping preoperative con-
trast enhanced CT images with the intraoperative ultra-
sound [LVH∗02]. This process is mainly performed mentally
by the surgeon. The goal of the presented work is to extract
vessel information from intraoperative imaging in order to
enable an automatic registration of the imaging data. Even
in open liver surgery the organ deformation usually stays in
the range of 1-2 cm [HZB∗10]. As the percutaneous ultra-
sound acquisition and the needle placement is performed un-

der breath-hold, the deformation between the ultrasound im-
age and the CT is expected to be much lower in our scenario.
Therefore, a sufficiently good registration can be achieved
by a rigid registration.

Despite the work in multimodal registration of ultrasound
and CT, the alignment of the two volumes is still a complex
and time consuming manual part of the the surgical interven-
tion. After the ultrasound volume was acquired, the surgeon
has to modify the translation and rotation parameters to gen-
erate a good matching which is evaluated based on the visual
overlap of corresponding slices through the ultrasound and
CT volume. In order to fulfill this task, the surgeon mainly
uses vessel structures and bifurcations as internal landmarks.
Our goal was to automate the time consuming manual regis-
tration process between preoperative CT and intraoperative
BM ultrasound for percutaneous ablations.

We solved this problem by making use of the internal por-
tal vein bifurcations as natural anatomical landmarks for an
automatic rigid registration. This is similar to the surgeon’s
approach during manual registration. In order to build such a
registration system, improvements were made in several key
areas. First, we developed a robust and fast intraoperative
BM and color flow vessel segmentation module. Another im-
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portant step was a new automatic graph based registration
technique using the segmented vessel structures from CT
and ultrasound volumes. This paper describes the problems
arising in ultrasound vessel segmentation, demonstrates our
approach for extracting more structures and presents the re-
sults of our rigid registration of pre- and intraoperative imag-
ing data.

2. Previous Work

2.1. Vessel Segmentation

Although vessel segmentation is a very active topic in lit-
erature, only a few groups have been working on ultrasound
data. The idea of height ridge traversal was presented by Ayl-
ward et al. [ABPE96]. It is based on the assumption that
vessels are bright structures in a darker tissue. Using the
Hessian matrix to calculate the second derivatives the cen-
terline of this height ridge can be computed. Afterwards,
a plane perpendicular to the vessel traverses this centerline
in order to search for the vessel boundaries. Hassenpflug et
al. [HSV∗03] have shown the feasibility of vessel segmen-
tation from two dimensional BM images based on simple
thresholding. Lange et al. [LEH∗04] described the use of
vessels from Power Doppler ultrasound volumes without the
need for vessel segmentation.

In opposition to the published results in ultrasound ves-
sel segmentation, there are still some unresolved problems.
Percutaneous ultrasound is most often acquired intercostal,
where the transducer is placed between two ribs and rotated
in a fan-like motion around the long axis of the piezoelec-
tric crystal. The window through the ribs can be very small
depending on the patient’s anatomy. Due to partial reflection
of the ultrasound signal caused by surfaces with high echo-
geneity or bad coupling of the transducer, large areas of the
ultrasound BM volume contain hardly any vessel informa-
tion (see Figure 1). This artifact is known as shadowing.

The proposed system overcomes this issue by acquiring
color flow mode (CFM) data in addition to the BM images.
Modern ultrasound machines allow for so called real-time
duplex or triplex image acquisition. Using this technique, it
is possible to acquire live BM and CFM images at the same
time, as can be seen in Figure 1. The two resulting volumes
after reconstruction are aligned and therefore information
from both volumes can be used for vessel segmentation.

2.2. Vessel Based Registration

The group of Aylward et al. have made fundamental work
in the field of vascular image registration. Their methods fo-
cus on the rigid alignment of vessel structure models to im-
age data by evaluation of a registration metric. This metric
is sampling the vessel centerlines and calculates the quality
of the match based on the target image intensity at these lo-
cations proposing that the vessels are bright structures on a
darker background [AJWB03].

Figure 1: Shadowing artifact (upper right) in BM images
caused by total reflection from the ribs. This image contains
CFM data (yellow areas) overlaid on BM data.

Lange et al. presented in [LEH∗04] a vessel based reg-
istration that uses the vessel bifurcations as landmarks for a
rigid and deformable registration. The vessels are segmented
from Power Doppler ultrasound images. Afterwards, the
centerlines of the vessel structures are computed and used
as landmarks for an adapted Iterative Closest Point (ICP)
algorithm. The initialization of this registration is done by
manual matching of four corresponding bifurcations in the
intraoperative ultrasound centerlines and preoperatively cre-
ated centerlines from CT imaging. The ICP algorithm then
searches for additional point correspondences. As the closest
centerline point from CT does not necessarily correspond to
the same vessel in the ultrasound, the directions of the cen-
terlines are considered.

3. Methodology

Our proposed registration system is based on the automatic
matching of two segmented vessel graphs. Therefore, ves-
sel segmentation from both preoperative CT and intraopera-
tive ultrasound are important preprocessing steps. For better
understanding, we are briefly describing our segmentation
approach and the representation of the vessels as graphs. In
order to calculate the transformation between the two vessel
structures, we need to find the corresponding bifurcations
which we use as landmarks for the rigid registration.

3.1. Intraoperative Ultrasound Imaging

The CT imaging and vessel tree segmentation are preoper-
ative procedures which are not considered to be time criti-
cal. The segmentation is usually performed the day before
the surgery or right before the patient arrives. Nevertheless,
we are using a semi-automatic vessel segmentation tech-
nique requiring the definition of a single point inside the ves-
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sels [DOL10b]. Please note that this point can be everywhere
inside the vessel tree of interest and does not have to be the
root. The overall CT processing time is approximately 5-6
minutes. This does not include vessel tree separation, as this
is not necessary for our task of registration with intraopera-
tive ultrasound.

Ultrasound imaging and the necessary vessel segmenta-
tion are intraoperative steps. Therefore, they should be easy
to perform and fast. Several different tracking methods for
three dimensional ultrasound acquisition from two dimen-
sional images have been presented in literature [SLT∗07].
We are using the Virtual Navigator from Esaote S.p.A. and
an electromagnetic tracking system to assemble the volume
from images based on the position and orientation informa-
tion. Such a freehand three dimensional percutaneous ultra-
sound scan can be performed either intercostal or subcostal.
It usually takes less than 10 seconds and is part of the clin-
ical routine of our partners. In fact, these scans are already
repeated several times during the intervention. The segmen-
tation should need as little input by the surgeon as possible.
Our clinical partner asked for the overall run time for ul-
trasound segmentation and multimodal registration to stay
below 3 minutes.

3.2. B-Mode Segmentation

The developed algorithm tries to segment the three dimen-
sional lumen of the vessels, from which centerlines can be
created. The input BM volume needs to be preprocessed in
order to enhance the segmentation quality. A 3× 3 median
filter is applied to suppress noise.

The filtered BM volume is the input for the vessel-
ness calculation. The proposed algorithm uses the multi-
scale vesselness computation method introduced by Sato et
al. [SNA∗97]. As in Sato’s method the vesselness function
is computed in the following way

f (λ1,λc) =


e

−λ
2
1

2(α1λc)2 λ1 ≤ 0,λc 6= 0

e
−λ

2
1

2(α2λc)2 λ1 > 0,λc 6= 0
0 λc = 0

(1)

where α1 = 0.5 < α2 = 2.0 and λc = min(−λ2,−λ3).

This vesselness function is used to evaluate the eigenval-
ues λ1,λ2,λ3 (λ1 > λ2 > λ3) of the second order derivative,
which is represented by the Hessian matrix, resulting in the
response R(x,y,z;σ) for each scale σ. The Hessian matrix
was computed for σ = {1.0,2.0,3.0,4.0}. The integration
of the vessel response over the scales follows the adapta-

tions from Drechsler et al. [DOL10b] and is called Weighed
Additive Response. It can be written as

R(x,y,z) = ∑
σ

ωσ ·R(x,y,z;σ). (2)

The resulting vesselness information using ωσ = 1 is used
as the input for a region growing based segmentation start-
ing from a seed point placed inside the vessel lumen by the
surgeon. As the vesselness response greatly depends on the
vessel contrast in the original BM image, the user can adapt
the region growing threshold with immediate feedback on
the resulting segmentation.

In order to get a smoother representation of the vascu-
lar structure, the existing segmentation algorithm was ex-
tended by a level set thresholding using ITKs Thresh-
oldSegmentationLevelSetImageFilter. The in-
puts to this filter are the segmented binary vessel image and
the vesselness image. The same threshold that was used in
the region growing step is applied during the level set fil-
tering. As the level set result is not a binary image, a bina-
rization is applied by labeling all voxels with values above a
threshold t > −1.5 as vessels. The level set method does
not only smooth the vessel boundaries, it can also over-
come small gaps in the vesselness image. The main reason
for these gaps are either inhomogeneities in the BM image,
branches in the vascular tree, where the shape of the vessel
differs from the assumed tubular shape, or low contrast be-
tween the vessel and the surrounding tissue. Please note that
in BM only the wall of the portal vein reflects the ultrasound
signal, and therefore results in a high contrast (cf. Figure 4a).

The BM segmentation algorithm works sufficiently good
on images acquired percutaneously from healthy persons
and patients who do not suffer from severe cirrhosis. In or-
der to enhance the segmentation result for cirrhotic livers and
volumes affected by artifacts, the segmentation of CFM data
was implemented as described in the next subsection.

3.3. Color Segmentation

In order to achieve high quality CFM images the so called
autocorrelation method is used for computation of the
Doppler information on the ultrasound machine [LPG95].
Furthermore, the ultrasound machine keeps continuity over
time and therefore smoothes the flow information of neigh-
boring images in the volume along the sweep direction. Au-
tocorrelation and continuity are used in order to overcome
the limitations caused by shadowing and inhomogeneities.
The CFM imaging is able to show structures even in areas
where vessels are invisible in the BM image (cf. the upper
right part Figure 1).

In our algorithm we assume the vessels to be symmetric
tubular structures. The autocorrelation deforms the CFM in-
formation of a tubular vessel along the sweep direction, re-
sulting in a drop-shaped structure (cf. the vessel profile on
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Figure 2: Schematic drawing of the CFM image processing algorithm. The curve in the diagram shows the image intensities
sampled along the sweep direction through the volume. Outside of the vessels no CFM information was measured. Both auto-
correlation and continuity stretch the vessel along the sweep direction. Therefore the vessel shape is distorted and neighboring
vessels can be merged. The blue area represents the part of the vessel left after processing with the algorithm. The white area
under the curve was removed from the vessel.

the right in Figure 2). Using the CFM information for seg-
mentation would therefore lead to a dislocated vessel cen-
terline. Another side effect of this smoothing is that locally
distinct but neighboring vessels can be merged into a single
CFM structure (cf. the two merged vessels on the left in Fig-
ure 2). Calculating the centerline of these vessels might re-
sult in additional branching points which are not existing in
the real anatomy. Therefore, preprocessing of the CFM im-
ages is necessary before segmentation. At the beginning, a
5×5 median filter is applied to the CFM images in order to
remove small artifacts and flashes, which can be caused by
irregular transducer motion or the beating heart.

The next step is the sampling of the volume in order to find
the vessel structures. The main sweep direction, which is
approximately perpendicular to the ultrasound image plane,
is known from the tracking information that was acquired
for reconstruction of the ultrasound volume. A line-based
sampling algorithm, which is looking for maxima along this
sweep direction, was implemented. While proceeding along
the line, the algorithm tests the current voxel value and keeps
track of the detected vessels. Four stages, which can be seen
in Figure 2, were defined describing the current situation at
the sampling position:

I No vessel detected. No CFM information at current
voxel. Proceed along sweep line.

II Voxel value > 0 detected. Vessel found. If in stage I or IV,
remember current position as vessel starting point. If in
stage II, keep track of vessel and count vessel voxels.

III Maximum along sweeping direction found. Continue
search, remember number of vessel voxels on the line be-
tween starting point and maximum.

IV If in stage III and voxel value = 0 or local minimum found
(neighboring CFM structures merged). End of vessel.

In order to reduce the effect of autocorrelation and conti-
nuity and therefore reshape the vessels to tubular structures,
the additional CFM information needs to be removed. When
the algorithm enters stage III it continues to sample along
the line and tries to find a vessel end or a minimum. It then
checks, whether the calculated number of voxels from start
to maximum is less than the number of voxels from maxi-
mum to end (which is the case if the vessel was stretched).
The difference in voxels will then be removed from the end
of the vessel. This is shown in Figure 2 by the white areas
preceeding the detected minimum or vessel ends.

As the algorithm works on single lines, postprocessing of
the output becomes necessary in order to smooth the crop-
ping of the vessels. The first step is a median filter, which
removes small spikes on the vessel structures. Then a bina-
rization of the image is performed in order to transform the
CFM information into a binary segmentation result. After-
wards, a connected component analysis removes large arti-
facts like flashes from the vessel structures.

Besides the major advantages of CFM over BM images
like high contrast, presence of almost only vascular struc-
ture, and structure even in areas of strong shadowing arti-
facts, there are also limitations. If a vessel runs perpendicu-
lar to the transducer plane, the CFM information disappears.
Even with the use of pulsed Doppler, it might happen that no
Doppler information can be measured in this situation and
therefore no CFM can be calculated. In order to overcome
this issue, a combined segmentation approach is presented
in the next subsection.

3.4. Combined Segmentation

With combined segmentation the vascular structures from
BM and CFM ultrasound are segmented. As both ultrasound
volumes were acquired at the same time, they are perfectly
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Figure 3: Surface visualization of the segmented vascular
structure. The yellow part is the result of the CFM segmen-
tation. The red part is the additional information from BM.
Both structures combined represent the result of the com-
bined method.

aligned. Therefore, the combined method was implemented
as a union of the two binary volumes containing the seg-
mented structures. An exemplary result of the combination
can be seen in Figure 3.

The yellow structure represents the result of the CFM seg-
mentation. This segmentation contains 11 bifurcation points,
which can be used as landmarks, e.g. for a following registra-
tion process. Please note the thin vessels on the right, which
were acquired inside a shadowing artifact as can be seen
in Figure 1. The additional red part of this visualization was
segmented from the BM volume. It also contains 11 bifurca-
tion points. Please note that the bifurcation points of the two
segmentations differ, as different vessels were visible in the
datasets. Therefore, the combined method, which results in
the complete tree, contains 16 bifurcations. Thus, using the
combined method, the number of bifurcation points could be
raised by 45% in this example.

The combined segmentation method combines the ad-
vantages of both ultrasound segmentation techniques de-
scribed before. It overcomes the issue of perpendicular ves-
sels, which can prevent the acquisition of color flow infor-
mation. Furthermore, it contains vascular structure in areas
affected by shadowing artifacts. As our registration is based
on the vessel structures, the combined segmentation method
increases the amount of information used for the alignment
of pre- and intraoperative datasets.

3.5. Graph Matching and Registration

Due to limitations in both ultrasound volume size and qual-
ity, the segmented vessel structures contain loops and nearby

vessels can be connected. Therefore, these structures can
not be represented by trees. We chose a graph representa-
tion which is defined by nodes that represent vessel bifur-
cation points and edges which are representing the vessel
centerlines. The graph properties further describe the vessel
structures by including diameter, length, volume and angles
between branches. For graph generation, we use the vessel
centerlines extracted from the vessel segmenation result, as
described in [DOL10a].

The resulting vessel graphs are matched using the algo-
rithm described in [OLD11]. A thorough evaluation of this
algorithm for ultrasound and CT matching can be found
in [OLDE∗12]. The graph matching approach has several
advantages over an ICP matching which was decribed by
Lange et al. [LEH∗04]. At first, more information than just
the direction of vessels is considered. Secondly, the graph
matching results in an unambiguous assignment of corre-
spondences between the bifurcations in the two datasets.
Furthermore, the graph matching does not define wrong cor-
respondences for a bifurcation if such a relationship can not
be found adhering to the specifications defined in the algo-
rithm. Last but not least, there is a chance for the ICP algo-
rithm to get stuck in a local minimum resulting in a wrong
registration.

With the one-to-one-correspondences given by the match-
ing algorithm, we can calculate a rigid landmark transforma-
tion based on the bifurcation pairs. By calculating the Eu-
clidean distances between the known point pairs, a registra-
tion can be calculated using the least squares method.

4. Results

4.1. Vessel Segmentation

We have evaluated the suitability of different vesselness
measures for vessel segmentation from ultrasound. Figure
4 allows for a visual comparison between three of the most
common vesselness measures. For all methods the standard
parameter settings were used as described in the literature.
The original B-Mode data is shown in Figure 4a. Figure
4b shows Sato’s vesselness measure, which was used in the
progress of this paper [SNA∗97]. The result of Frangi’s ves-
selness measure [FNVV98] can be seen in Figure 4c. The
vesselness measure of Erdt et al. [ERS08] was used for en-
hancement in Figure 4d.

It can be seen that Frangi’s method can lead to some con-
tinuity problems during the segmentation phase, as the ves-
selness measure falls off towards the vessel boundaries. For
thinner vessels, the threshold based segmentation might stop
at certain vessel locations especially at vessel bifurcations.
Sato’s and Erdt’s method are visually almost identical. Com-
paring the vesselness values inside the vessels and in the
surrounding parenchyma it can be seen that the contrast in
Sato’s method is slightly better, and therefore it was chosen
for this work.
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(a) B-Mode (b) Sato (c) Frangi (d) Erdt

Figure 4: Visual comparison of different vesselness measures for enhancement of ultrasound B-Mode vessels.

Table 1: Overview of the number of bifurcations segmented
from corresponding BM and CFM volumes.

Dataset # BM # CFM # Combined Gain
1 14 14 23 64%
2 10 23 29 26%
3 4 23 27 17%
4 8 5 10 25%
5 4 14 18 28%
6 9 9 15 66%
7 13 9 16 23%
8 18 14 24 33%
9 10 16 20 25%

The presented algorithms for BM and CFM segmentation
as well as the combined method are in regular clinical use.
They serve as a preprocessing step for registration of intra-
operative ultrasound and preoperative CT data. The usage
of any of the algorithms depends mainly on the available
data. Sometimes, only BM data is available and therefore the
CFM and combined method can not be used. The methods
were applied to ultrasound volumes of 47 patients. For 21 of
those only BM volumes were acquired. For 25 patients both
ultrasound volume types were available. In 5 cases the BM
volumes did not contain any usable information and there-
fore only the CFM volumes could be segmented. The com-
bination of the two imaging modes and the corresponding
combined segmentation could be applied 9 times and on av-
erage the number of bifurcations was raised by 34% com-
pared to segmenting BM and CFM separately, as can be seen
in Table 1.

4.2. Vessel Based Registration

As mentioned above, the vessel structures inside the liver
are considered as landmarks for the rigid registration pro-

cess. As no ground truth registration was available, we are
using a different approach for calculating the residual error
in transformation. As was shown by Bauer et al. in [BPS∗10]
the vessel segmentation from contrast enhanced portal phase
CT does have a high accuracy and shows a strong correspon-
dence with the real vessel structures in the organ. Following
this assumption and given a rigid registration as in our case,
the residual registration error can be measured from the dis-
tances between the matched corresponding points in the CT
and ultrasound datasets.

Table 2 gives an overview of the distance measures for 9
randomly chosen patients from our group of 27 patients for
which we tried our registration system so far. Out of these
27 patients, in 6 cases the imaging quality of intraoperative
Ultrasound or CT was compromised by imaging artifacts.
In ultrasound imaging this can be insufficient coupling be-
tween the ultrasound transducer and the patient’s body. One
CT was impaired by a metallic stent in the vena cava re-
sulting in large metal artifacts in the liver. Another possible
cause for failure of vessel based registratioin was an unsuffi-
cient contrast agent distribution in the CT volume. From the
remaining 21 patients the registration worked in 15 cases. In
6 cases the registration failed because the automatic match-
ing did not find the correct matches.

A rigid registration with six degrees of freedom can not
overcome position differences between the vessels caused by
organ deformation between pre- and intraoperative imaging.
Therefore, in the same dataset we can observe vessel bifur-
cations which are very close to each other after registration,
as well as vessels that are not registered well. For example
having a look at patient number 5 in Table 2, it can be seen
that the minimum distance between corresponding bifurca-
tions was 0.6 mm whereas the maximum observed distance
is very high with 8.37 mm. The registration result of patient
5 can be seen in Figure 5.
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Table 2: Distance measures for corresponding points inside the vessels. „Automatic” represents points chosen by the automatic
graph matching. „Manual” represents points not used for the registration but for which reasonable correspondences could be
established by manual inspection. „Time” gives the overall time necessary for intraoperative processing.

Patient
Automatic Manual

Distances Distances
Points Min Max Mean Points Min Max Mean Time

1 9 1.85 12.86 5.68 3 3.04 6.84 4.67 2:32
2 11 0.98 9.42 3.85 5 2.47 5.75 4.20 4:29
3 8 0.83 5.87 2.80 2 7.64 11.10 9.37 3:16
4 7 0.53 1.56 1.06 3 2.86 5.19 4.30 2:42
5 14 0.60 8.37 3.16 3 3.44 4.05 3.78 2:33
6 14 1.18 11.30 5.55 2 4.24 5.71 4.98 2:54
7 9 1.33 9.32 3.34 5 3.00 9.48 7.68 2:14
8 6 1.27 3.92 2.44 3 1.39 5.25 3.20 2:18
9 8 1.43 4.68 3.16 2 0.88 4.90 2.89 2:53

Average 9.6 1.11 7.48 3.45 3.1 3.22 6.48 5.01 2:52

Our landmark based registration algorithm considers all
bifurcations as equally important for the registration pro-
cess. Therefore, the mean distance between all landmarks
measured over all patients is a good indication for the over-
all registration accuracy of the datasets. Our system achieves
a 3.45 mm accuracy for the points used for registration and
5.01 mm for other landmarks which were not used for the
registration process. It is noteworthy that the mean distances
for the manually matched points is higher than that of the
automatically matched points. This is based on the fact that
these corresponding point pairs simply did not fulfill the cri-
teria of the automatic matching algorithm, where distance
between points is one criterion. Nevertheless, only plausi-
ble correspondences were matched manually. Therefore, the
higher mean distances for these points are an indication of
non-rigid deformation in the datasets.

Calculating the average values over all patients which
were part of our study gives a good indication of two clini-
cally important measures. First, the average registration ac-
curacy of our algorithm, indicated by the mean distance val-
ues for automatically and manually matched points, as men-
tioned above. Second, the amount of deformation which can
be expected in percutaneous procedures with different pos-
ture of the patients indicated by the maximum distances of
the matched points. Here, we have observed an overall max-
imum deformation of approximately 13 mm.

The last column in Table 2 shows the overall time neces-
sary for ultrasound vessel segmentation, post processing and
volume registration. It can be seen that our algorithm usu-
ally stays within the 3 minute limit the clinical partner has
defined.

5. Conclusions

We described our methodology to automate the intraoper-
ative steps for multimodal registration, namely ultrasound
vessel segmentation and rigid registration. To our knowl-

edge, we are the first to address ultrasound vessel segmenta-
tion using both BM and CFM information. The registration
based on graph matching has several advantages over other
techniques presented in literature (e.g. ICP).

We presented two algorithms for segmentation of vascu-
lar structures from ultrasound volumes and a combination of
both. The algorithms make use of the most common ultra-
sound imaging modes that are commonly used in the operat-
ing room: BM and CFM. The combined method overcomes
the limitations of these two imaging modes. Therefore, the
segmentations resulting from this combined method contain
more branches and bifurcations.

Our system uses the bifurcations detected in preoperative
CT and intraoperative ultrasound volumes as landmarks. We
achieved a 3.45 mm accuracy for the points used for registra-
tion and 5.01 mm for other landmarks not used for the reg-
istration process. With a mean run time of under 3 minutes,
our system is fast enough for intraoperative use. Based on
a visual inspection of the registration results, an experienced
surgeon acknowledged that our system is able to achieve bet-
ter registration quality in a much shorter time than he could
provide by manual registration.

Several improvements can be made in future development
phases. First of all, the CFM segmentation could be extended
by a deconvolution, defined by the point spread functions
applied by autocorrelation and continuity. The combined
method could be extended by a voting system, accounting
for segmentation certainty of the two combined algorithms
at a given location. Furthermore, a smoothing step applied
to the data before vessel combination could overcome is-
sues like location or diameter differences. Finally, the center-
lines facilitate a search for possible vessel structures within a
given neighborhood and along the principal axis of the ves-
sels, enabling the algorithms to overcome small gaps in the
calculated vesselness images or CFM data.
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Figure 5: Registration result showing a transversal plane of the CT volume with the registered ultrasound and the vessel struc-
tures from CT (green) and ultrasound (red) with the automatically matched points highlighted.
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