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Abstract
We describe an adaptive particle-based technique for simulating incompressible fluid that uses an octree structure
to compute inter-particle interactions and to compute the pressure field. Our method extends the hybrid Flip
technique by supporting adaptive splitting and merging of fluid particles, and adaptive spatial sampling for the
reconstruction of the velocity and pressure fields. Particle splitting allows a detailed sampling of fluid momentum in
regions of complex flow. Particle merging, in regions of smooth flow, reduces memory and computational overhead.
The octree supporting field-based calculations is adapted to provide a fine spatial reconstruction where particles
are small and a coarse reconstruction where particles are large. This scheme places computational resources
where they are most needed, to handle both flow and surface complexity. Thus, incompressibility can be enforced
even in very small, but highly turbulent areas. Simultaneously, the level of detail is very high in these areas,
allowing the direct support of tiny splashes and small-scale surface tension effects. This produces a finely detailed
and realistic representation of surface motion.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Animation]: Fluid simulation and
natural phenomena

1. Introduction

In the simulation of incompressible fluid, one is faced with
two phenomena that seem to demand quite different sim-
ulation methodologies. One dominant factor in fluid flow
is that moving fluid is transporting real material, and thus
the properties of the fluid are being transported (advected)
with this material. This seems to call for a Lagrangian or
particle-based simulation scheme, which naturally tracks the
motion of discrete “chunks” of fluid mass, and thus pro-
vides a vehicle for handling advection in a straightforward
way. The other dominant factor in fluid flow is that it is
shaped largely by pressure gradients. Unlike advection, pres-
sure is a massless field property that is poorly represented by
moving particles, but quite naturally represented by an Eu-
lerian or spatial-grid scheme. The usual way to handle ad-
vection within an Eulerian simulation is by backtracing, as
in the semi-Lagrangian method [Sta99], but this approach is
well known to lead to considerable dissipation of flow com-
plexity. It is possible to approximate the pressure effects in
compressible flow using the metaphor of interparticle spring

forces. However, this method is poorly suited to handling
water flow, which is essentially incompressible, yielding an
unnatural looking “bouncy” water surface.

Another important factor in fluid representation is that,
within a flow, some regions will be highly complex while
others are quite smooth. Similarly, for rendering purposes,
having a detailed and convincing representation of the mov-
ing surface geometry may be considerably more important
than having high detail below the surface. Thus, within a
simulation, the ability to refine or coarsen the representation
can be quite useful, regardless of whether an Eulerian or a
Lagrangian computational methodology is used. To capture
the complex flow and fine geometric detail at the surface,
finer grid spacing or particle sampling can be used, while
regions of smooth flow permit coarsening of grid or parti-
cle representations without loss of detail, saving computa-
tion time and space.

Finally, if the simulation level of detail is to be very fine,
a representation of surface tension becomes important. This
is especially true when it is desired to represent spray and
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splashes. A particle-based scheme naturally accounts for fine
spray, but will not directly support the representation of sur-
face tension, which is needed for the simulation of small wa-
ter drops. Again, there is a need for both a particle-based
representation of the material of the fluid, and a grid-based
representation of the small-scale fluid surface.

Our work attempts to find a suitable simulation frame-
work that exploits the right methodologies for the various
stages of the simulation, while maintaining a representation
that is appropriately adapted to the required simulation gran-
ularity. For our approach, we have developed an adaptive
version of the hybrid Fluid-Implicit-Particle(FLIP) method
[ZB05], which is essentially particle-based, but augmented
by a computational grid for speeding the calculation of inter-
particle interactions and for computing the pressure field. To
make the approach adaptive, we have implemented a particle
splitting and merging scheme using both depth from the sur-
face and flow complexity to determine when particles should
be split or merged. We use an octree spatial data structure to
represent the computational grid, with octree cell size deter-
mined at each time step by the particle sampling in the neigh-
borhood of the cell. Thus, the method is essentially particle
based, with particle advection providing the transport mech-
anism in the fluid, and the pressure, inter-particle interaction
and surface geometry being calculated on an octree whose
resolution is locally determined by the particles.

The main contribution of this work is to demonstrate how
to support a fully adaptive simulation of both particle and
grid-based components for incompressible fluids. As part of
this, we present a new method for determining spatial grid
resolution based on adaptive particle sizes, and coupling this
grid with the particles. We also present improvements to par-
ticle splitting and merging. Our approach allows us to have
the resolution needed to incorporate surface tension effects
into an adaptive particle-based simulation, and we present a
new method for computing these forces.

Figure 1 shows two frames from a 2D simulation con-
ducted using our approach, illustrating both the particle sam-
pling and the octree structure. The detail at the surface and
the coarsening of the representation below the surface can be
clearly seen. Since the simulation is grounded in a particle
representation, splashes and spray are handled directly, and
actually account for true fluid mass. At the same time, the
octree representation provides the fine detail needed around
spray particles so that nearby particles continue to form a
surface over which surface tension forces can be computed.

2. Related work

Fluid simulations are typically grounded in the Navier-
Stokes equations, describing fluid flow. An Eulerian repre-
sentation of the incompressible form of these equations is:

∂u
∂t

= f − (u ·∇)u− 1
ρ
∇p+ν∇2u (1)

Figure 1: Hybrid adaptive particle simulation (2D) show-
ing particle and octree structure

∇·u = 0 (2)

where u is the velocity field, p is the pressure field, f are
external forces, ρ is a density measure, and ν is kinematic
viscosity. The (u · ∇)u term accounts for advection of the
fluid, the ∇p term accounts for acceleration due to pressure
gradients, and the ν∇2u accounts for velocity diffusion due
to the fluid’s viscosity. The second equation ensures that the
fluid is divergence free and thus incompressible.

2.1. Hybrid fluid simulation

Fluid simulations are divided into two main categories,
Eulerian(Grid-based) and Lagrangian(Particle-based). The
two approaches are combined in the hybrid fluid simulation
technique in order to obtain the strength from each tech-
nique. The first truly hybrid fluid simulation method was in-
troduced in computer graphics by Zhu and Bridson [ZB05].
They demonstrated how the Particle-in-Cell (PIC) [HW65],
and Fluid-Implicit-Particle (FLIP) [BR86] methods could be
used to simulate sand flow. Both PIC and FLIP are funda-
mentally particle-based, as particles carry the momentum of
the fluid, but a MAC grid [HW65] is used for the efficient
computation of the spatial interactions required to compute
diffusion and to guarantee incompressibility. Using this aux-
iliary grid, incompressibility and boundary conditions can be
enforced much more efficiently than in a pure Lagrangian
scheme [KTO95] and [CEL06]. In both PIC and FLIP,
mass particles have their own velocity and position, which
are integrated numerically using velocity updates obtained
from the grid. Since the methods are Lagrangian, the ve-
locity backtracing step of the semi-Lagrangian method can
be avoided, greatly reducing numerical dissipation and loss
of flow detail. Kim and Ihm [KCC∗06] adapted these ap-
proaches to water animation, demonstrating realistic turbu-
lent splashing without volume loss.

2.2. Adaptive Fluid Simulation Methods

A number of authors have looked at adaptive methods for
simulating fluid. Within the Eulerian simulation community,
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Losasso et al. [LGF04] promoted the use of an adaptive oc-
tree data structure, instead of a fixed grid, to achieve high
surface resolution in complex flows. Shi and Yu also used an
adaptive Octree for simulation [SY04]. More recently, Irving
et al. [IGLF06] used a simpler idea, based on the RLE Level
set [HNB∗06], simply to coarsen cells a larger distance from
the surface. In Lagrangian methods, early work by Desbrun
and Cani-Gasculel [DG98] looked at spliting and merging
particles in an SPH(Smooth Particle Hydrodynamics) simu-
lation to sample the fluid adaptively. Most recently, Adams et
al. [APKG07] have proposed an improved adaptive method
for SPH compressible fluid simulation, Song et al. pro-
posed a method that combines a (non-adaptive) Lagrangian
scheme with an octree-based solver [SKK07] and Hong et
al. [HHK08] demonstrated adaptive particle sampling within
an incompressible framework.

3. Overview of our adaptive fluid simulation

Our overall method is an extension to the hybrid FLIP
method [ZB05]. We maintain the general FLIP approach of
using particles to capture fluid advection and a grid to per-
form pressure calculations. In order to make the simulation
more adaptive, we incorporate adaptive techniques in both
key aspects: namely particle splitting and merging for La-
grangian calculation, and octree grids for Eulerian calcula-
tion. A surface tension force is added as an external force
to more accurately capture small-scale fluid motions. While
each of these ideas has been applied individually in prior
work, we show that these techniques can be applied collec-
tively in a unified manner. Specifically, we show how the
adaptive particles can be used to drive the formation of the
octree grid.

Figure 2: Overall simulation structure

Figure 2 presents a diagram illustrating our overall pro-
cess. The following steps are iterated during the simulation.

• Update particle positions based on velocity.

• Generate an octree grid with resolution based on local par-
ticle radii.

• Identify surface cells from among the current fluid cells.
Subdivide cells in the air based on the distance to the fluid
surface.

• Construct a signed distance field from the particles on
the octree grid, allowing identification of particles near
the surface. Local surface curvature is computed for these
particles to provide a surface tension force.

• Use the particle velocities to reconstruct a set of fields on
the octree. Fields are maintained, at the center of each
octree cell, for velocity, pressure, distance from the sur-
face, and applied forces. Forces include gravity, surface
tension, and any externally applied forces. A circular ker-
nel is used for the reconstruction.

• Create a copy of the octree. Using two octrees avoids the
additional steps and computation that would be needed to
update the field in place.

• Calculate the pressure field, and project the flow field onto
the nearest divergence free field [LGF04].

• Transfer velocity changes in the flow field back onto the
particles’ velocities.

• Compute a fluid deformability measure based on depth
and local motion [HHK08]

• Split or merge the particles based on the local deformabil-
ity measure.

Several of these steps are common to the hybrid FLIP
method, or are explained in detail in other papers [ZB05]
[HHK08] , and we will not discuss them further here. We
will focus our discussion in the following sections on the
key areas where we present new ideas or improvements on
prior approaches. Specifically, we will describe the creation
of octree cells based on particles (Section 4), splitting and
merging particles (Section 5), communicating velocity in-
formation between the particles and the grid (Section 6), and
computing surface tension (Section 7).

For illustrative purposes, most of our figures and exam-
ples will be presented in 2D, while the descriptions and for-
mulae will be in 3D (e.g. octrees instead of quadtrees). How-
ever, all the methods discussed have been implemented and
work equally well in both two and three dimensions.

4. Octree Generation

Key to our method is the generation of an octree data struc-
ture at each iteration. During simulation, both particle vol-
ume and octree cell size can be changed adaptively, con-
serving mass for a constant density incompressible fluid. We
choose to have the octree structure adapt to both the posi-
tions and the sizes of the particles. Thus (as described in Sec-
tion 5), we adapt the particle size/distribution to the needs of
the simulation, and then the octree to the particles.
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4.1. Relating Adaptive particles and Octree cells

First, we need to discuss the relation between adaptive
particles and octree cells. In a sense, these values can
be considered independently – the grid size and particle
size/distribution do not necessarily have to be related. This
is illustrated in prior adaptive particle methods that use fixed
grids [HHK08]. However, in general the areas where we
want additional (or less) detail in the pressure calculation
are the same as those where we want more (less) detail in
the mass advection, therefore it makes sense for the grid size
to be related to the particle size.

In order to communicate information between the grid and
the particles, we need to be able to map velocity information
from the particles to the grid and vice-versa (see Section
6). When a size h cell is matched with a radius r particle,
where r =

√
3h (or r =

√
2h in 2D), each particle can be

expected to cover at least eight (four) nodal points on the oc-
tree (quadtree) grid. This coverage guarantees that (if all ad-
jacent cells are the same size), a particle will affect all nodes
of the grid within the cell in which it lies. This is illustrated
in figure 3. We note that although this is a heuristic, it works
very well in practice, and better than other values we tested.
We discuss next how this heuristic is used to determine the
actual octree subdivision.

Figure 3: The size of particles determines the size of an oc-
tree cell.

4.2. Creating the Octree grid

It is straightforward to create an octree grid according to the
“target” particle radius. All particles are placed into a single
octree node for the simulation, and this node is recursively
subdivided to form the octree. In the recursion, each node is
examined to determine whether it contains a particle with ra-
dius less than the “target” value (i.e. in our implementation,
with r < h/

√
3). If two particles in the same cell have dif-

ferent sizes, the cell will be subdivided based on the smaller
particle radius. When a cell of the octree is of sufficiently
small size, the cell is identified as a leaf node. Typically,
there will be only a single particle per leaf node, though it
is possible to have more.

Leaf nodes containing particles are identified as fluid cells

and the physical values for the cell (velocity and pressure)
are initialized from the particles (Section 6).

As the octree is created, the areas near the surface will
thus be described by a fine grid (assuming the particles were
of small radius). However, for the velocity field to be extrap-
olated accurately, we must also ensure a fine sampling of the
velocity grid on the “air” side of the fluid-air interface. Es-
sentially, we want neighboring air cells to be no larger than
the fluid cells. So, we will further process the octree data to
add detail in the air near the fluid.

Figure 4 demonstrates the relationship between the parti-
cles and the octree cells created.

Figure 4: Relation between adaptive particles and the Oc-
tree. cell

All fluid cells are stored into a list and used to construct
this extra detail. For each fluid cell, we determine any neigh-
boring air cells, and repeatedly apply octree subdivision to
those cells, until the neighboring cells are as small as the
fluid cell. Within this process, we also identify which fluid
and air cells form the fluid/air boundary, and store these in a
list for subsequent computation.

5. Splitting and merging

In order to adapt our simulation to the areas of most inter-
est, we implement a particle splitting and merging approach.
Following previous approaches, we base our splitting and
merging on both distance to the surface and on local fluid
deformation similar to the Reynolds number. We summarize
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our approach here, which offers an improvement over prior
adaptive particle methods, and focus on the unique charac-
teristics.

5.1. Splitting and Merging process

The process of splitting and merging particles must preserve
mass and momentum. For a constant density incompressible
fluid, mass and volume conservation are equivalent.

Merging particles is straightforward; the merged particle’s
mass and volume are the sum of the smaller particles’ mass
and volume, while position and velocity are chosen to con-
serve momentum and center of mass. When we decide to
merge particles (Section 5.2), we use a greedy approach. We
choose one particle arbitrarily, and merge it with the nearest
particle within the particle’s radius r. The process is contin-
ued with this particle, which will now have a larger radius,
until its volume reaches the maximum volume allowed in
the region of the particle, or no further particles are within
its radius.

Splitting is somewhat more complicated. When splitting,
a single particle is divided into two or more particles, each
of equal volume/mass, and with velocity equal to that of the
parent particle. Given the original particle position, we form
a “box” around the particle position, of size equal to the size
of a grid cell, h. The new subparticles are generated within
this box. In practice, to ensure good distribution of child par-
ticles, we subdivide the box into a 2 by 2 by 2 grid of sub-
boxes, and ensure that no particles are placed into the same
subbox (we never subdivide into more than 8 particles).

When a particle is split near the surface, we modify the
positions of the subparticles to ensure a good sampling re-
mains near the surface. If the parent particle is located within
a threshold of the surface, then the new subparticles are pro-
jected to surface using the gradient of the distance field (al-
ready computed):

~N =
∇φ

|∇φ| . (3)

5.2. Layers for splitting and merging

With the splitting and merging process available (similar to
[DG98] and [APKG07]), we must determine exactly when to
split and merge particles. We divide the fluid into a number
of “layers,” in each of which we determine whether to merge
or split particles.

Layers are determined by distance from the surface.
Within each layer, we determine whether to split/merge
based in part on a local measure of fluid deformation based
on the Reynolds number; this determination is similar to the
approach of Hong et al. [HHK08], so we will not discuss it
further. Generally, each layer has a nominal target particle
size, with radius twice that of the layer nearer the surface.

Local motion of the fluid within the layer can cause smaller
particles to occur in those areas.

We create hysteresis around the layer transition bound-
ary by defining a small range, ε, in which merging (in the
“smaller layer”) or splitting (in the ”larger” layer) are not
allowed. This is illustrated in Figure 5. The range of ε is
determined by the nominal radius of particles in the farther
layer. Specifically, we set ε = h for the grid cell size, h of
the layer with larger particles. This hysteresis is used to pre-
vent particles newly split/merged from immediately being
merged/split. For example, splitting a particle could cause
some subparticles to be placed in the “larger” layer, and thus
immediately merged. Likewise, a merged particle could be
positioned within the “smaller” layer and immediately split.

Figure 5: Layers for splitting and merging.

6. Kernel choice and transferring particle velocity to
octree grid

Once the octree grid is formed, the velocities of particles
must be transferred to the grid. To do this, a kernel func-
tion is associated with each particle, and the velocity value
at each node point is determined by the weighted average of
the kernels that overlap it. Likewise, this kernel is used to
transfer velocities from the grid to the particle (velocities of
the nodes are weighted by the kernel value).

We use a circular kernel function, w:

w(r) = (1− r
re

)3 (0≤ r < re) (4)

w(r) = 0 (re ≤ r) (5)

where r is the distance from the current particle, and re is the
current particle radius. The power of 3 in the kernel func-
tion was experimentally determined to give somewhat better
results than a linear “tent” kernel or a quadratic kernel in
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producing detailed splashing effects. Using a circular ker-
nel, rather than a rectangular kernel, makes finding which
cell centers are within the particle’s radius simpler.

7. Surface tension

Surface tension is physically caused by attraction between
molecules. Within the fluid, these attractive forces are can-
celed out, but near the surface they are unopposed in the di-
rection of the surface. Surface tension J can be described as
a force in the negative surface normal direction, with magni-
tude proportional to the surface curvature, κΓ:

J =−σκΓ
~N (6)

In the hybrid FLIP method, we have two ways to apply
surface tension. The prior work for incorporating surface
tension, presented by Hong and Kim [HK05], is based on
computing these external forces on an Eulerian grid. Like-
wise, we could compute the tension force by generating an
additional MAC grid [HW65] in the FLIP method and using
this grid to compute the surface tension forces. However, do-
ing so would require a very high resolution grid and signif-
icant additional computational time in order to capture the
small detailed features that are the whole point of incorpo-
rating surface tension in the first place.

We prefer to instead apply the surface tension force di-
rectly within the FLIP method, as we present here. First,
surface particles are identified as those within a small depth
ε from the surface in the signed distance field. The normal
~N = ∇φ

|∇φ| and curvature κΓ =∇·N are computed at each of
these points, based on the distance function. This approach
is similar to that of Müller et al. [MCG03], though with a
different distance field. This force is then transferred to the
Octree grid along with particle velocities, and is then used
along with other external forces (such as gravity and viscos-
ity) when performing the Eulerian force computations. Be-
cause this alternative has significantly lower computational
cost and makes use of the Lagrangian nature of the approach,
we believe it provides a better alternative for surface tension
calculation within a hybrid FLIP implementation.

Figure 6 demonstrates the effect that surface tension has
within the simulation.

8. Implementation

We discuss here some further details needed for implemen-
tation of this method.

8.1. Constructing the Poisson equation

Solving the Poisson equation [Sta99] is a key step in the fluid
simulation. To construct and solve the Poisson equation, we
simply use Lossaso’s octree based approach [LGF04]. The
only difference is that we minimize octree neighbor cell

Figure 6: Demonstration of fluid exhibiting surface tension.
It shows two results with surface tension(left) and without
surface tension(right). Note that the clustering of the parti-
cles is shown in the left picture.

queries by storing all field quantities in the center of each
grid cell, speeding some of the computations. In a fixed
grid system this could lead to unwanted smoothing of spa-
tial derivatives of the velocity field, since interpolation is re-
quired to compute derivatives where they are needed. How-
ever, in the spatially adaptive octree formulation, a much
finer sampling is supported for the velocity field near the
surface, thus reducing the unwanted smoothing in regions of
interest. Pressure is computed as follows:

Vcell∇2 p = ∑
j
(

p j− pi

∆
·n)Aarea , (7)

where Vcell is the volume of the current cell, j, the index
of neighbors, n, the outward unit normal of the current cell,
∆, the size of the large cell and Asize is the face area of the
neighbor cell.

8.2. Divergence

Following the same logic that was used for the pressure gra-
dient, in octree cells the generalized form for the divergence
term is

Vcell∇·u = ∑
j
(u j−ui) ·nAarea (8)

where Aarea is the area of a cell face, n is the outward unit
normal of the current cell and Vcell is the volume of the cell
in the fluid simulation based on the octree.

8.3. Surface Reconstruction from Mass particles

Our approach for extracting fluid surface is similar to that
of Hong et al [HHK08]. Once the interface is detected,
the Marching Cubes method [LC87] is used to construct a
polygonal isosurface for high quality rendering.
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9. Results and Discussion

9.1. Results

We have implemented the algorithm as described, in both
two and three dimensions. Results of our implementation
can be seen in Figures 1 and 7, as well as in the accom-
panying video. In Figure 1, the maximum grid resolution is
1282. 7122 particles were used in the starting configuration.
The average number of octree cells was 2419. In Figure 7,
the maximum grid resolution is 1283. 668261 particles were
used in the starting configuration. The average number of
octree cells was 88033. These two figures show sequences
from a 2D and a 3D simulation conducted using our ap-
proach, illustrating both the particle sampling and the oc-
tree structure. The detail at the surface and the coarsening
of the representation below the surface can be clearly seen.
Since the simulation is grounded in a particle representation,
splashes and spray are handled directly, and actually account
for true fluid mass. At the same time, the octree representa-
tion provides the fine detail needed around spray particles so
that nearby particles continue to form a surface over which
surface tension forces can be computed.

9.2. Contrast with Previous Methods

We will briefly contrast our method with the two most simi-
lar previous methods.

Note that our approach for merging and splitting is in
contrast to that of Adams et al. [APKG07], which can al-
low some particles of larger size to end up near the surface.
While the larger kernel they then use for surface smoothing
allows the method to produce smooth results, it also elim-
inates the small scale surface features that can be vital for
producing splashing and similar effects. Since a major goal
of our method is to capture fine surface detail (such as from
surface tension), we do not adopt their splitting and merg-
ing criterion. More fundamentally, that approach is based on
SPH, and does not support incompressibility, which is a key
feature for realistic water behavior.

Our method is similar to that of Hong et al. [HHK08] in
terms of adaptive particle sampling. Compared to that work,
our approach differs in providing an adaptive grid structure,
the specifics of choosing when to merge/split and how many
subparticles to use, and incorporation of surface tension, as
well as several implementation-oriented details such as ker-
nel shape.

10. Conclusion

We have proposed a fully adaptive technique for incom-
pressible fluid simulation that uses both adaptive fluid par-
ticles and an octree spatial grid. The technique exploits the
strengths and avoids the weaknesses of Eulerian and La-
grangian methods, handling advection using a Lagrangian
model and the pressure field using an Eulerian model. The

method supports both a detailed representation of the fluid
surface, and realistic splashing effects. Surface representa-
tion can be made fine-grained enough to allow the compu-
tation of surface tension forces, adding to the realism of the
detail in surface shape and spray particles. Particle splitting
and merging are controlled by both depth from the surface
and the local flow complexity. Octree depth is determined lo-
cally by the size and number of particles. Thus, in deep quiet
regions, particles are merged together to form large particles,
and correspondingly large cells of the octree grid are created
in this region. On the other hand, near the surface, where
there is considerable turbulence, particles are split into very
small particles and correspondingly very fine octree cells are
created.

It is important to note that the benefits of using an octree
approach are not based on a time savings. In fact, the over-
head for using and updating the octree will cause the adap-
tive method to run more slowly than an equivalent number
of uniform grid cells. However, using an octree enables us to
obtain more accurate pressure calculations around the areas
of primary interest.

The approach provides a considerable improvement in
simulation behavior over other fluid solvers. It is possible
to maintain the stability in performance obtainable with Eu-
lerian (semi-Lagrangian) solvers, but without the problems
of dissipation and loss of vorticity, and without the prob-
lem of volume loss. It is possible to simulate the high detail
in surface and splashes that can be obtained with the SPH
method, but at the same time to maintain fluid incompress-
ibility. By allowing adaptive particle sizes, the bottleneck of
the Lagrangian stage (particle updates) is reduced, at the cost
of overhead to maintain the splitting and merging operations.
By using an octree grid, the large number of cells that govern
performance in the Eulerian stage are reduced, though there
is notable additional overhead in the generation and use of
the octree itself. The net result is the production of the first
fully adaptable (in both the Eulerian and Lagrangian stages)
incompressible hybrid fluid simulation.
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Figure 7: 3D fluid simulation using adaptive particles
and an octree grid. The maximum grid resolution is 1283.
668,261 particles were used in the starting configuration.
The average number of octree cells was 88,033.
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