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Abstract

In the last years, 3D objects have become widely available and are used in many application domains. Thus

it is becoming fundamental to develop techniques for extracting and maintaining the knowledge embedded into

3D models. Such knowledge usually cannot be simply identified and strongly depends on the specific application

domain. In this paper, we present our work in combining segmentation and merging procedures in order to segment

a manifold object. We also provide an interface for browsing the obtained decomposition discovering, for each

components, the associated properties. This activity has been carried out as part of our semantic web system

called be-SMART.

Categories and Subject Descriptors (according to ACM CCS): I.3.5 [Computer Graphics]: Computational Geometry
and Object Modeling: Curve, surface, solid and object representations

1. Introduction

In the last few years, the amount of digital audio-visual in-
formation has become huge and rapidly increasing. This data
is available under digital libraries and information reposi-
tories in a number of different formats including pictures,
video, audio and also three-dimensional models. 3D objects
play an important role in application domains like computer-
aided manufacturing, design, science and entertainment. Ef-
ficient and effective methods to manage this data are crucial
in making optimal use of it.

The most common and simple representation for a 3D ob-
ject consists of a mesh of triangles joining points belong-
ing to the object boundary. 3D models have a richer in-
formation content with respect to 2D images, as for exam-
ple geometrical and topological information. Beyond geom-
etry and topology, there is no semantics associated with a
3D object by default. Therefore, 3D models must be ana-
lyzed and successively semantically annotated, in order to
improve the expressiveness of their representations. Seman-
tic annotation consists of information about which entities

(or, more generally, semantic features) appear in a 3D model
and where they appear. A fundamental step in annotating
a triangulated model is to segment it into meaningful por-

tions. As pointed out in [aim07, HWGS∗06], at this stage of
research evolution, there is a general request of tools capa-

ble of extracting semantics from objects (e.g., automatic or
semi-automatic annotation tools), and to enhance digital rep-
resentations with context-dependent metadata. In Computer-
Aided Design (CAD), for example, form features extraction
(e.g. through holes or handles) is the basic step in order to re-
cover semantic information from an object model [CLG07].
In such application, we also need to deal with objects having
a complex shape, like non-manifold and non-uniformly di-
mensional objects. These are often the result of an idealiza-
tion process applied to manifold objects performed in order
to reduce their size. So it is necessary to develop a system
for understanding and annotating models with a very com-
plex shape, non-manifold singularities and parts of different
dimensions.

For the above reasons, we designed a system, called be-
SMART (BEyond Shape Modeling for understAnding Real

world represenTations), for inspecting models representing
manifold and non-manifold 3D objects (extracting geomet-
rical and topological information) and for structuring and
annotating them using ontology-driven metadata [DHP∗07].
Here, we focus on the segmentation functionalities of the
system.

We have developed a module which is able to combine
segmentation and merging techniques for the analysis of
manifold objects. It uses two partitioning techniques which
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have been proven to be suitable for CAD models, namely
Variational Shape Approximation [CSAD04] and Face Clus-
tering [She01]. Additionally, since a fully automatic seg-
mentation process rarely produces optimal results, the mod-
ule provides a simple manual editing functionality that, com-
bined with the automatic process allows the user to produce
meaningful results. The segmented model is structured in a
graph-based representation, that we called a segmentation

graph, in which the nodes represents the identified portions
of the model and the arcs encodes the adjacencies among
these portions. The system interface provides functionalities
to visualize both the segmented model and the segmenta-
tion graph by zooming on a specific node and by browsing
the graph discovering geometrical properties of each region
of the model. For non-manifold models, this module can
be used after the decomposition of these models into man-
ifold parts joined by non-manifold elements as described
in [DHP∗07]. In such case, the segmentation module will
work on the identified manifold components, allowing fur-
ther decomposition of the model working on these manifold
parts.

The reminder of this paper is organized as follows. Sec-
tion 2 provides an overview of segmentation methods ex-
isting in literature. Section 3 describes the general structure
of be-SMART, while the segmentation methods we used are
described in Section 4. Section 5 discusses our approach pro-
viding implementation details. In Section 6 we show results
of our implementation and in Section 7 we describe the user
interaction with the system. Finally, in Section 8 some con-
cluding remarks are drawn.

2. Related Work

Mesh segmentation is arguably the most ubiquitous and dif-
ficult technical problem in 3D model understanding. The
problem of partitioning a mesh model into meaningful pieces

or, alternatively, extracting regions of interest, has been
proven to be difficult as other computational problems that
attempt to mimic the capabilities of human intelligence, or
perception. The ongoing difficulty of shape segmentation
is not from a lack of attention; thousands of papers and
theses describe a wide variety of approaches. Mesh seg-
mentation assists parametrization, texture mapping, shape
matching, morphing, multiresolution modeling, mesh edit-
ing, compression, animation and more. Moreover, shape un-
derstanding and semantic-based object representation rely
on feature extraction [aim07].

Algorithms developed for segmentation borrow tech-
niques from related fields such as image segmentation, un-
supervised machine learning and others. A complete survey
on existing segmentation methods can be found in [Sha08].
The segmentation problem can be formulated as an opti-

mization problem: given a mesh M and the set of elements
S = {V,E,F}, vertexes, edges and faces of M respectively,
the problem of segmenting M is equivalent to the problem

of finding a disjoint partitioning S into S0, . . .,Sk−1 such
that a given criterion function J = J(S0, . . .,Sk−1) is mini-
mized (or maximized) under a set of specific constraints C.
Shamir [Sha08] provides an effective classification of the
existing segmentation techniques into part-type segmenta-

tions, where the goal is to segment the object represented
by the mesh into meaningful, mostly volumetric, parts, and
surface-type segmentations, where the objective is to parti-
tion the surface mesh into patches under some specific crite-
ria.

In particular, focusing on CAD applications, surface-type
segmentation is used in remeshing and simplification as, for
example, in [EDD∗95, KT96, She01, BM03, CSAD04]. In
most of these works, each patch is replaced either by one
or by a set of planar polygons. Hence planarity is the de-
sired property of the patches. More recently, other types of
patches have been used, e.g. spherical, cylindrical or rolling
ball blends [WK05, AFS06]. Part-type segmentation objec-
tive is rooted in the study of human perception. Examin-
ing human image understanding many works indicate that
recognition and object understanding are based on structural
decomposition of the object shape into smaller parts.

Segmentation methods can be further classified based
on their segmentation strategies into: region-growing tech-
niques (see [KT96, LDB05]), multiple source region grow
methods [SPP02, ZH04], hierarchical clustering [GWH01,
She01], iterative clustering [CSAD04,GG04], spectral anal-
ysis [KG00,LZ07] and implicit methods [LLS∗05,LKA06].

Also, several manual or user-guided segmentation tech-
niques have been proposed in the literature as for exam-
ple [FKS∗04,JLCW06]. We are currently implementing one
of these techniques as part of our system.

In [ARSF07], the concept of multi-segmentation is intro-
duced and used in a system, which performs a part-based
annotation of 3D models guided by domain-specific ontolo-
gies. In order to identify surface features, this system pro-
vides a set of segmentation algorithms and allows the user to
select regions from the various obtained segmentations.

In the module presented in this work, we focus more
in details on CAD representations (and needs) and we use
two specific surface-type segmentation methods suitable for
such application domain. Additionally, the module provides
a simple manual editing functionality, since fully automatic
segmentation still remains an unreached goal when segmen-
tation is used as the basis for attaching semantic information.

3. Be-SMART: General Description

Extending the idea of PhotoStuff [HWSG∗05], be-
SMART is designed to be a modular and platform-
independent system for geometric-topological inspection
and semantic annotation and structuring of 3D models. It re-
lies on the general idea of automatically extracting informa-
tion about features and regions of interest and of providing
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an intuitive interface to researchers in order to easily under-
stand digital models [DHP∗07]. This means that the different
modules act as a team generating the final annotated model
following specific ontology-driven processes [Pap06]. be-
SMART consists of the following modules:

1. Geometry and Topology Analyzer (GTA): it analyses the
input model and extracts geometrical/topological infor-
mation such as the number of vertexes, faces, the number
of connected components.

2. Topological Decomposer (TD): starting from the infor-
mation extracted with the GTA the TD produces a graph-
based representation of the model, the decomposition

graph, which groups geometric components (namely,
vertexes, edges and triangles) and associates context-
independent semantic meaning to each group.

3. Manual Segmentation module (MS): it offers advanced
editing functionalities allowing the user to select portions
of the mesh and to annotate them

4. Automatic Segmentation module (AS): it offers the possi-
bility to apply different segmentation algorithms for de-
composing the model into meaningful parts.

5. Semantic Annotator (SA): it offers the capabilities of
associating specific metadata values to portions of the
model according to preloaded ontologies. This means
that the tool associates metadata to nodes of the decom-

position graph representation of the model.

The first two modules, described in [DHP∗07], trans-
form a non-manifold model into manifold parts connected
together by singularities (vertexes or edges) allowing to
segment a complex non-manifold 3D model into context-
independent meaningful portions. For reasoning and anno-
tating the initial model, these modules uses the decompo-

sition graph. This graph has the nodes corresponding to the
components of the decomposition, and the arcs capturing the
structure of the connectivity among these components (see
also [DH07]). In the following sections we will concentrate
on the techniques we have developed for the manual and au-
tomatic segmentation modules.

4. Two Segmentation Methods

Here we describe the two segmentation and clustering meth-
ods we have used in be-SMART, namely the Variational
Shape approximation (VSA) presented in [CSAD04] and
the Face Clustering method [She01]. Variants and improve-
ments of the method in [CSAD04] exist in the literature,
as for example [WK05]. These two methods relies on the
fact that they have been proved to be suitable for recogniz-
ing meaningful parts in CAD models. We use the V SA code
freely available, while we fully implemented the approach
presented in [She01] adapting it to our framework.

4.1. VSA: Variational Shape Approximation

The V SA method presented in [CSAD04] is an iterative clus-

tering segmentation algorithm. Given a detailed 3D mesh as

input, the algorithm partitions the mesh in planar regions that
captures the geometry of the surface and approximates these
regions with polygons of various shapes.

Given a partition R of a mesh, the key idea is that ev-
ery region Ri ∈ R can be represented by a pair Pi = (Xi,Ni),
where Xi is the average center of Ri and Ni is the average
normal. Pi is called a shape proxy of the region Ri. Thus,
for any given partition of a surface in k regions, there is a
set P = {Pi}, i = 1 . . .k, of shape proxies that approximate
the whole geometry. Partition R defines a dual meta-mesh

[CSAD04] of the original: every shape proxy is a meta-face
and the connectivity of the regions Ri defines the topology of
the new mesh. In order to measure the quality of the approx-
imation, a new metric L2,1 is introduced, as an alternative
to the standard L2 error metric (see [CSAD04] for details).
The partition algorithm is basically an extension of Lloyd’s
method and it consists of the following macro-steps:

• seeding: create the set of seeds from which the region
growing process will start.

• partitioning: a region Ri is grown on the basis of specific
conditions from every seed si, starting with the insertion
in Ri of the three adjacent triangles for si. The algorithm
uses a priority queue Q, where the triangle Ti priority is
equal to a specific distortion error ETi

When Q is empty,
the partition R is created.

• fitting: For every region Ri ∈ R the corresponding prox-
ies Pi = (Xi,Ni) are updated in order to minimize the er-
ror E(Ri,Pi); Xi is the barycenter of Ri, while Ni depends
on the used metric: for the L2 metric, Ni is the direction
indicated by the eigenvector associated with the smallest
eigenvalue of the covariance matrix of the region; for the
L2,1 metric the proxy normal is the average of the trian-
gles’ normals of the region weighted by means of the area.

The strengths of the V SA method are twofold. Locally, the
iterative technique is very sensitive to anisotropic bending
of the surface which leads to an almost perfect alignment
of the surface partition to the principal curvature directions.
Globally, the technique detects and merges planar regions
which can be approximated by a single flat proxy.

4.2. Face Clustering

The Face Clustering technique presented in [She01] is a hi-

erarchical clustering method. In this case the focus is on
CAD models. A CAD model is usually composed by dis-
crete and regular elements (faces), but usually the number of
these faces is more than necessary (over-segmentation prob-
lem), so a simplification procedure is necessary.

Given a CAD model of a manifold object, the algorithm
initially considers every face of the model as a cluster Ci

and at every step merges pairs of clusters (Ci,Cj) creating a
new cluster Ci j . The choice of the clusters to be merged is
done according to specific weights assigned to the boundary
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of each cluster. These weights are computed combining ge-
ometric properties of the edges and faces sharing the bound-
aries (see [She01] for details). Once the initial clustering
phase is concluded, the method enters in the face collapse

phase verifying if there exist collassable clusters, on the ba-
sis again of the weights of the cluster boundaries.

The weight Wa related to the boundary of a region is com-
puted as combination of specific geometric criteria. In partic-
ular, one criterion prevents the union of clusters with sharp

corners between them; another guarantees that the dimen-
sion of the clusters is sufficiently big compared to the el-
ement size of the model (avoiding small regions). Another
criterion promotes the union between clusters that share long
boundaries as the union between clusters when the angle at
the extreme vertexes of their shared border is obtuse. Also
the measure of the curvature’s change between the clusters
is considered as a criterion as the fact that clusters cannot be
merged if they form a non manifold structure.

The algorithm checks all the boundaries and inserts them
in a priority queue with the associated weights. It removes a
boundary from the queue, merges the related regions if spe-
cific conditions are satisfied, until the queue is empty.

5. Our Approach

In this section we present our approach for combining the
two methods described above that we have implemented
in be-SMART. We present the workflow the user can per-
form, the data structures and the clustering algorithm imple-
mented.

For the sake of simplicity, we restrict our attention to the
case in which the input model is a manifold mesh without
boundary. So the system runs the GTA module and passes di-
rectly to the Automatic segmentation module (without con-
sidering the T D which works for non-manifold meshes, Sec-
tion 3). Note that, in case of non-manifold models, the Auto-
matic segmentation module will work on portions of the ini-
tial model decomposed into manifold parts by the T D mod-
ule. This means that the segmentation modules (automatic
and manual) will work on the nodes (manifold components)
of the decomposition graph built by the T D module. The
general workflow is the following:

• the system uses the V SA method as a service producing
and visualizing a segmented mesh according to the pla-
narity criteria as explained in Section 4.1.

• the system initializes the segmentation graph G = (N,A)
related to the obejct encoding in its nodes N the segmen-
tation clusters and their adjacency relations in A.

• then, the clustering algorithm is initialized by computing,
for every arc a ∈ A the relative weight Wa related to the
cluster boundaries and by creating a priority queue Q con-
taining all the arcs.

• then, one or more steps of the clustering algorithm can be
executed until Q is empty.

• finally, the user can manually refine the segmentation
through the implemented editing functionalities by split-
ting and merging clusters, until the final segmentation is
obtained.

The input model is encoded in the standard indexed data
structure with adjacencies, while the graph G = (N,A) is
represented using a standard adjacency list with additional
information necessary for the clustering algorithm. Recall
that in G, a node ni represents a cluster C of the model and
an arc a = (ni,n j) represents the adjacency relationship be-
tween the clusters Ci and Cj and, thus, their shared boundary.
In particular:

• Each node ni ∈ N contains an integer i corresponding to
the index of the associated segmented region Ri (and the
region Ri is encoded again using the indexed data struc-
ture with adjacencies) plus additional information.

• Each arc a j ∈ A contains the list of edges forming a j , two
pointers to its extreme nodes ni,nk, the weight Wa associ-
ated to the arc and a Boolean U for determining if the arc
is contractable or not, namely if the regions sharing the
border a j can be merged.

The weight Wa is computed as the combination of the ge-
ometric criteria presented in section 4.2, and here encoded
by weights.

Once the segmentation graph G = (N,A) has been cre-
ated and all the arcs have the associated weights, the sys-
tem applies the clustering algorithm simply performing a se-

quence of contractions of the arcs in the graph G. The merg-
ing of a pair of clusters Ci and Cj is done by contracting the
corresponding arc a = (ni,n j) in the graph G. This opera-
tion removes arc (ni,n j) from G, merges nodes ni,n j into a
new node ni j and transform the arcs incident in ni and in n j

into arcs incident in node ni j , inheriting the conditions and
weights of the arcs and nodes involved.

6. Results

In this Section we present some results obtained by com-
bining the segmentation and clustering methods presented
in Section 4. Figure 1(a)-(b) shows the various steps of the
segmentation of a hinge model: in (a) the original model is
shown, in (b) the segmentation obtained with the VSA al-
gorithm is depicted. Here flat surfaces are segmented with
a single region, while cylindrical surfaces are segmented
as several striped regions (see Figure 1(c)). As we can see
in Figure 2, using few proxies can lead to a segmentation,
where a region connects a part of a cylindrical surface to
a flat surface. This happens because a set of triangles that
belong to the cylindrical surface and a set of triangles that
belong to the flat surface are assigned to the same proxy.

Figure 3 shows the refined segmentation with the clus-
tering algorithm implemented in our application: cylindrical
surfaces are partitioned with fewer regions, typically three
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(a) (b) (c)

Figure 1: Segmentation of a hinge model using the VSA

method. (a) the original model, (b) the segmentation using

L2,1 metric, (c) flat regions segmented in a single region.

(a) (b)

Figure 2: Two results of the application of the VSA method.

(a) using few proxies region connects part of a cylindrical

surface to the flat surface. (b) a region goes out from the

optimal border.

or four (see Figure 3(b)), and some sides of the object’s base
are connected (see Figure 3(c)-(d)). We also prevented the
algorithm to merge the three regions shown in Figure 3(e)
via the interface. Figure 4 shows a final segmentation ob-
tained through manual refinement: cylindrical surfaces are
now segmented as a single region (see Figure 4(b)); the blue
region shown in Figure 2(a) has been split in two parts (see
Figure 4(c)), as the purple region in Figure 3(d) (see Figure
4(d)).

7. User Interaction

In this section, we briefly describe the interface of the seg-
mentation module (see Figure 5), focusing on the way in
which the user can interact with the clustering algorithm and
can perform the manual segmentation.

The interface area that gives control to the user on the
clustering algorithm is shown in Figure 5(top-right): in the
top area we can find the buttons that, bootstrap the algo-
rithm and execute a single step. In the text area labeled fit-
time(s) the user can select the number of steps to be ex-
ecuted. The rest of the area is used by the user to assign
parameters that will be applied in the computation of the
weights associated to the arcs of the graph G. Figure 6 shows
the merging of two clusters after the execution of a step of
the algorithm.

In Figure 5(bottom-right) the interface area for the manual
refinement operations is shown. The Merge button forces
the merging of two selected clusters (Figure 7-first row).

Figure 5: The GUI of the application with a zoom on the

buttons related to the face clustering algorithm (top-right)

and those related to the manual editing operations (bottom-

right).

Figure 6: From left to right: execution of a step of the clus-

tering algorithm and merging of two clusters.

The user selects the first cluster C1, then the second C2 and
merges them. The Split button splits a cluster C into two
parts, along a line selected by the user (Figure 7-second
row). The user selects C and presses the button: to make
the operation easier, all the other clusters are made invisi-
ble, the user selects the vertices on C for the construction of
the boundary which will be shared by the two new clusters
C1 and C2, then then the new clusters are created. Finally, the
Do not merge button prevents two clusters to be merged
by the clustering algorithm. The execution steps for this op-
eration are similar to those for the merge operation.

The interface we developed offers also a visual tool for
the topological analysis of the obtained segmentation. Once
a region has been selected, it is possible to visualize a graph-
ical representation of the corresponding node in the segmen-
tation graph (see Figure 8(a)). The user can select one of the
arcs incident in the central node and visualize related data,
such as the associated geometric index (see Figure 8(c)), or
navigate the graph by selecting adjacent nodes (see Figure
8(c)-(d)).
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(a) (b) (c) (d) (e)

Figure 3: (a) A refined segmentation with the face clustering algorithm implemented. (b) Cylindrical surfaces are partitioned

with fewer regions. (c) and (d) some sides of the object’s base are connected. (e) our application prevented the algorithm to

merge three regions via the interface.

(a) (b) (c) (d)

Figure 4: A possible final segmentation obtained through a manual refinement (a). (b) cylindrical surfaces are segmented; (c)

the blue region in (a) has been split in two parts, as the fuchsia region (d).

8. Concluding Remarks

We have presented a Semantic Web environment, be-

SMART, for inspecting 3D models and for structuring and
annotating them according to ontology-driven metadata. The
system is at an initial step of development. Since segmenta-
tion is the basis for semantic annotation, our contribution
here is inherent to the step of segmentation of a manifold
mesh without boundary. We present also how our approach
is integrated in be-SMART.

In particular, we focused on results for the automatic
and manual segmentation modules of be-SMART. We have
shown how we are able to combine a segmentation and a
clustering algorithm, namely the Variational Shape Approx-
imation [CSAD04] and the Face Clustering [She01]. We are
currently working in order to integrate other segmentation
techniques in the module to allow multiple combinations.
We have been recently focusing on applications to CAD
models and thus we are investigating techniques which pro-
vide a segmentation of a manifold object by identifying han-
dles and tunnels. In [DLS07], for example, handle and tun-
nel loops are extracted thus providing a segmentation of a
triangulated model into form features. Moreover, since an
optimal segmentation depends on context-specific applica-
tion constraints (as for example for CAD application) we
have implemented a first version of the manual segmenta-
tion module which allows the user to merge or split selected
portions of the model. This functionality is simple and we
are currently enhancing the editing capability of the mod-
ule through user-guided partitioning techniques as the ones
described in [FKS∗04, JLCW06].

Finally, the graph visualization toolkit we have imple-
mented allows the user to show and browse the segmenta-
tion graph providing a good support in understanding the
structure of the segmented model. This tool will be useful
also in the semantic annotation procedure. We started work-
ing on innovative human-computer interaction techniques to
improve the visualization graph toolkit functionalities with
the final goal to allow the visualization of both the identi-
fied component and the attached semantic information in a
multilevel/multi-facet way.
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