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Abstract
Light transport inside participating media, like fog or water, involves complex interaction phenomena, which make
traditional 3D rendering approaches challenging and computationally expensive. To circumvent this, we propose
an image-based method which adds perceptually plausible participating media effects to a single, clean high dy-
namic range image. We impose no prior requirements on the input image, and show that the underconstrained
nature of the problem (where variables like depth or reflectance properties of the objects are obviously unknown)
can be overcome with relatively little unskilled user input, similar to other image-editing techniques. We addition-
ally validate the visual correctness of the results by means of psychophysical tests.

Categories and Subject Descriptors (according to ACM CCS): I.3.4 [Computer Graphics]: Graphics Utilities

1. Introduction

Participating media like fog or smoke have a great influence
in the light transport of a scene. They imply a series of com-
plex phenomena which greatly affect how objects are per-
ceived. More precisely, light transport through participating
media is affected by the following phenomena [SKSU05]
(fig. 1):

• Emission: Radiance is increased by the photons emitted
by the participating medium itself.

• Absorption: Radiance decreases when photons are ab-
sorbed by the particles composing the participating
medium.

• In-scattering: Radiance increases due to photons scattered
in the direction of the considered path.

• Out-scattering: Radiance decreases due to photons scat-
tered out of the direction of the considered path.

Figure 1: The four types of interaction of light in participat-
ing media (after [PPS97]).

All this makes simulating light transport in participat-
ing media a computationally expensive process which re-
quires previous 3D knowledge of the scene. Rather than at-
tempting to provide a physically-based simulation, which
would require complete knowledge of the scene’s proper-
ties, such as dimensions, optical thickness of the medium or
reflectance properties of the objects, we aim to simulate its
effects in image-space, starting with a single high dynamic
range (HDR) image as input. Given the underconstrained na-
ture of the problem, a physically accurate solution is obvi-
ously impossible to achieve. However, Ramanaranayan and
colleagues [RFWB07] showed that physical inaccuracies in
an image come largely undetected in some situations, and
therefore a perceptually plausible solution can be achieved
that will be perceived as correct by a human observer. In
that regard, our work is similar in spirit to the work of Khan
et al. [KRFB06], which provides an algorithm for image-
based material editing which exploits the limitations of the
human visual system. The purpose of this research is to
extend the current capabilities of image-editing tools (such
as PhotoshopTM), for which we need easy interactivity and
short computational times.

The rest of the paper is structured as follows: In section
2 we discuss previous work similar to ours. In section 3,
first we analyze the natural process: the physical interpre-
tation and its influence on the perception of scenes. Sec-
ond, we implement a processing pipeline capable of simu-
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lating the presence of participating media in a single HDR
image yielding visually realistic results. Finally we validate
our results in section 4 by means of two psychophysical
tests, and by measuring our rendering times against several
artists’ renditions using commercial image editing software
(like PhotoshopTM).

2. Previous Work

Our research is closely related to the image-based work
by Nayar and colleagues [SNN01], [NN01], [NN03b],
[NN03a]. In [SNN01] the authors present a method to re-
move haze based on the partial polarization of airlight (de-
fined as the ambient light scattered towards the viewer). The
method requires two images taken with polarization filters,
preferably at parallel and perpendicular orientations. Con-
trast is partially restored in [NN01]; although the method
does not require any prior information, it also needs sev-
eral images as input. This restriction is subsequently lifted
in [NN03b], in exchange of some user input. The results in
all these works are quite impressive. They contribute with
a solution to the problem of removing undesirable effects
from images, caused by light transport in participating me-
dia. However, it is not clear if the processes could be reversed
to add those effects to clean input images.

By contrast, in [NN03a] multiple scattering of single point
light sources is simulated by means of a point-spread func-
tion. Unfortunately with this method, only the light transport
originated by the light sources which are visible in the origi-
nal image can be simulated, and the results are constrained to
a limited subset of cases: light sources in almost completely
dark scenes (e.g. lamps in a misty night). We overcome these
limitations by presenting a method to simulate participating
media in images relying in image processing techniques. We
show that the underconstrained nature of the problem can be
overcome with little unskilled user input. The algorithms use
a single HDR image as input, and no previous knowledge of
the scene is required.

An important difference with the discussed previous work
is our overall goal: that whilst Nayar and co-workers fo-
cus in computer vision related problems, our aim is to ex-
tend the available repertoire of image editing tools. We be-
lieve that the progressive establishment of an HDR imaging
pipeline opens up new possibilities for these kind of applica-
tions, creating image editing techniques that were not possi-
ble before due to the quantization and loss of data in tradi-
tional low dynamic range images. An example of this is the
work by Khan et al. [KRFB06], which shows how extreme
material edits can be performed in perceptual space, lever-
aging the wealth of information available in HDR format.
We thus aim at producing simulated participating media that
can be seen as perceptually plausible, a claim we support
by means of pyschophysical validations. Sundstedt and col-
leagues [SGA+07] already proved the convenience of such
an approach for participating media: the authors were able to

drastically cut down rendering times by taking advantage of
the limitations of human perception, producing images in-
distinguishable from ground-truth, Monte Carlo based ren-
derings at a fraction of the time. While the aforementioned
authors used a traditional 3D rendering approach (with a
complete description of the scene and the medium), we work
on a single HDR image instead.

3. Light in participating media

In this section we analyze light-medium interactions and
how they influence the visual perception of the image (Sec-
tions 3.1 and 3.3). Then, we simplify the physical model,
thus circumventing the underconstrained nature of working
in image space while still producing plausible results (Sec-
tion 3.2). Finally we present a processing pipeline capable
of simulating the complex interactions inside the participat-
ing medium by means of a sequence of simple image filters
(Section 3.4).

3.1. Assumptions

Starting with a single HDR image, we follow the approach
introduced by Debevec and co-workers for image-based
lighting [Deb98] and interpret every pixel as a light source.
We limit ourselves to isotropic light sources and homoge-
neous participating media. Further, we will show how non-
homogeneous media can be simulated by simply adding Per-
lin noise to our algorithm.

3.2. Simplifying the physical model

We describe the physical process in terms of the Radiance
Transfer Equation (RTE) [Gla95]. Marching along a ray, we
can find the total change in radiance per unit distance t as
follows:

(�w ·∇)L(t,�w) = α(t)Le(t,�w)

+ σ(t)
Z

Ω

p(t,�w′,�w)Li(t,�w
′)d�w′

− k(t)L(t,�w) (1)

Where the term α(t)Le(t,�w) adds energy due to emission,
σ(t)

R
Ω

p(t,�w′,�w)Li(t,�w′)d�w′ represents in-scattering events

and k(t)L(t,�w) subtracts energy due to absorption and out-
scattering. α(t), σ(t) and k(t) are the emission, in-scattering
and extinction coefficients respectively. We can simplify this
equation by assuming a homogeneous medium, therefore the
three coefficients become constant values for each differen-
tial step of t: α, σ and k. We further consider an isotropic
Li term, therefore Li(t,�w′) can be reduced to Li(t). Further-
more, in many cases we can dismiss the term representing
the emission of light, as most of the participating media, like
fog, do not have light-emitting particles.

Given that the phase function is considered to be isotropic
and the medium is homogeneous, we get p(t,�w′,�w) = 1/4π,
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and we can further simplify the in-scattering integral term.
Equation 1 now can be written as:

(�w ·∇)L(t,�w) = σ
Li(t)
4π

Z

4π

d�w′− kL(t,�w) (2)

By integrating the in-scattering term in the whole sphere
Ω we substitute it by a constant value InScat. This value will
be given by the user as a parameter:

(�w ·∇)L(t,�w) = σInScat − kL(t,�w) (3)

Given that we are working in image space, we need to
integrate the radiance along each ray, thus obtaining:

L(xs,ys) = σInScat�t +L0e−k�t (4)

where (xs,ys) represent pixel coordinates after integration in
t, L0 is the original luminance value without participating
media (given by each pixel value in the image) and �t is
the estimated per-pixel depth of the scene (given by the user
as discussed in Section 3.4). In the following, we show how
using this simplified equation, coupled with some unskilled
user input, allows us to simulate in-scattering, out-scattering
and extinction phenomena in images.

3.3. Perception of the natural process

Visual inspection of images with participating media (see
figures 2 and 3) allows us to identify the main telltale cues
that reveal the presence of participating media from a per-
ceptual perspective. In the absence of existing literature on
this topic, we propose the following, which will work well
enough for our purposes:

• De-saturation, contrast reduction and loss of apparent
volume. When surrounded by participating media, shad-
ows are softened and colors lose intensity, due to multiple
scattering phenomena.

• Attenuation of highlights both from light sources and in
the objects of the scene, also due to multiple scattering
phenomena.

• Airlight. Added luminosity due to in-scattering effect
originated by light sources located inside or outside of the
medium(e.g.: the sun).

• Extinction of the original pixel luminosities, due to out-
scattering and absorption in the medium.

• Blur and detail loss due to multiple scattering.

We now show how our method applies these visual cues
to simulate the effects of participating media in an image.

3.4. Image processing

From the aforementioned observations of the natural pro-
cesses we derive an image processing pipeline: First the orig-
inal image is "relit" as if it were inside the participating me-
dia. As we cannot perform an actual relighting of the scene

Figure 2: Some photographs of real participating media,
showing combinations of the perceptual cues enumerated in
Section 3.3.

Figure 3: Highlights attenuation due to scattering of light
sources.

(unknown geometry and reflectance properties), we simulate
its effects of the medium through simple filters: desaturation
of colors, contrast reduction, increased luminance in shad-
ows, and highlight attenuation. This is achieved by means of
histogram manipulation. Extinction and airlight effects are
subsequently simulated by following equation (4). Finally,
blur and detail loss is simulated by defining a point spread
function for the image.

3.4.1. Depth estimation

Before going into detail describing the process, we will dis-
cuss one of the main user inputs to the image processing
pipeline: the approximated depth information of the scene.
Given that our input is a single image, we lack any depth
information associated to its pixels but the perception of the
objects in a scene with participating media is highly depen-
dent on how far they are with respect to the sensor, and thus
this depth information needs to be approximated somehow.
For our purposes there is no need for great accuracy: the hu-
man visual system is not a perfect light meter and thus great
discrepancies from a physically accurate solution go unde-
tected (as our psychophysical tests will show). We propose
two different approaches:
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1. Depth simplification: In terms of composition, almost
any image can be decomposed in up to three planes:
close-up plane, middle plane (optional) and background.
Therefore, an user-made segmentation of the scene is
enough to create a discrete depth map, capable of cre-
ating visually plausible depth perceptions in our media
simulations. However, in certain cases perspective issues
make this discrete plane segmentation not good enough (a
ground receding into the distance, for instance). In those
cases it is necessary to create a smooth depth gradient
instead. We generate those gradients by hand simply by
dragging the mouse over the region of interest and defin-
ing a perspective plane as in the work by Oh and col-
leagues [OCDD01], as illustrated by Figure 4.

2. Shape from shading techniques: In cases where the sur-
face of an object is too complex, Shape From Shading
(SFS) techniques [ZTCS99, EP06] can be used. SFS at-
tempts to recover the shape of an object in an image by
analyzing shading variations across its projected surface.
As it is discussed in [KRFB06], the drawback of these al-
gorithms is that they are greatly constrained to the condi-
tions were the image was taken (presence of textures, self
shadows, highlights,...) and usually show poor results for
arbitrary images. Other techniques [Kan98], [OCDD01]
depend greatly on the quality and amount of user in-
put to infer depth in the scene. To avoid these problems,
we again leverage the limitations of human perception
to obtain an approximation which suffices for our pur-
poses. In particular, we follow the approach by Khan
and co-workers [KRFB06], which is based on a surpris-
ingly simple assumption: the brighter a pixel, the closer
it is to the camera. Thus, darker values are interpreted
as points far from the observer. This is clearly not true
for a vast amount of cases, but it has been proved to be
one of the basic assumptions of the human visual sys-
tem [KvDS96], [LB00]. We use this SFS-based segmen-
tation approach when required by the complexity of the
scene. Although the ideal would be to perform this step
without any user input, we find that hand-made segmen-
tation of the regions of interest is still the best option:
constraining the users to an algorithm default outcome
would reduce artistic criteria, thus limiting its flexibility
as an image editing tool. Furthermore, the mental frame-
work of the artists usually includes the concept of lay-
ers to separate image areas in depth by its visual impor-
tance†.

3.4.2. Image processing pipeline

The image processing pipeline starts with the transformation
of the color space from RGB space to HLS space. We subse-
quently pre-process the image, simulating the light transport
from the light sources to the pixels of the image. This is done
in two steps:

† As confirmed by interviews with artists using our system.

Figure 4: Binary depth information (left) and detailed depth
information using a multiple level z-buffer image (right).

1. Highlight detection by finding the minimum in the
derivative of the image histogram. This minimum is
usually a reasonable start for a highlight as shown in
[KRFB06].

2. Per-pixel attenuation of the luminance channel L for the
corresponding pixel containing highlights. Given the high
dynamic range of the input image, it is possible to recover
the original colors in most of the cases (see Figure 5).

Figure 5: Example of highlight attenuation by histogram
analysis and manipulation.

Once the highlights have been processed, we simulate the
rest of the light transport in the scene by directly increasing
the luminance in shadowed areas (defined as pixels below
five f-stops in the histogram) and modifying the hue and sat-
uration values in proportion to the σ and k parameters. We
illustrate the process in Algorithm 1:

Data: Io: Original image, I f : Final image, Z: z-buffer,
σ: attenuation index, InScatH : Airlight hue, SR:
Shadow reduction coefficient (0...1, default=0.5)

for each pixel xs,ys in the image do
I f (xs,ys)S ⇐=� [Io(xs,ys)S · (1− k)];
I f (xs,ys)H ⇐=� [Io(xs,ys)H · (1−σ)+ InScatH ·σ];
if Io(xs,ys)L < (MaxL −MinL)/5 then

I f (xs,ys)L ⇐=� [Io(xs,ys)L + (MaxL−MinL)·SR
5 ];

end
end

Algorithm 1: Preprocessed image "relighting".
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Attenuation due to extinction and out-scattering is com-
puted again manipulating the luminance channel, following
the second term of equation (4), as shown in Algorithm 2:

Data: Ii: Input image, I f : Final image, Z: depth
z-buffer, K: extinction index

for each pixel xs,ys in the image do
I f (xs,ys)L ⇐=� [1− Ii(xs,ys)L · e−K·Z(xs,ys)];

end
Algorithm 2: Extinction due to out-scattering.

Next, we add the airlight typical of a participating
medium, by increasing the luminance and hue channels for
each pixel (see Algorithm 3), as suggested in equation (4).
For implementation purposes, algorithms 2 and 3 are actu-
ally computed in the same loop.

Data: Ii: Input image, I f : Final image, Z: z-buffer, σ:
attenuation index, InScatL: airlight luminance

for each pixel xs,ys in the image do
I f (xs,ys) ⇐=� [Ii(xs,ys)+ σ · InScatL ·Z(xs,ys)];

end
Algorithm 3: Airlight due to in-scattering.

Figure 6: Images obtained varying the scattering and ab-
sorption coefficients (σ, k): (a) = (0.2, 0.2), (b) = (0.44, 0.5)
y (c) = (0.75, 0.9.)

We simulate the blur and detail loss due to the multiple
scattering of the light by means of an atmospheric point
spread function (APSF). The concept of the APSF was first
described in [NN03a] to simulate the effects of multiple light
scattering without the cost of ray tracing techniques. It can
then be seen as an extension of traditional point spread func-
tions, which model the response of any optical system in the
presence of a point light source. For our functions, we use
the same values as described in [NN03a], shown in Figure 7.
By applying a convolution of the luminance channel of the
image with the APSF, we simulate the characteristic blur of
a participative media.

When multiple levels of depth are present in the scene,
we cannot apply the same APSF to all of them, as the kernel
size of the function is determined by the very nature of the
participating medium and it is fixed to a determined depth.
Therefore we need to resize it according to the user’s pre-
vious segmentation of the image. We simply interpolate the
values of each kernel for intermediate distances as shown in
Figure 8.

Figure 7: Graphical representations of some APSFs. After
Nayar et al. [NN03a]

Figure 8: We can see how maintaining the kernel size of
the APSF constant requires decreasing the size of the ker-
nel of its projection in the screen(top). We therefore inter-
polate between decreasing kernel sizes at three different
depths.(bottom)

Finally, Perlin noise can be added to achieve the visual
appearance characteristic of non-homogeneous media. Per-
lin noise is a procedural pseudo-random noise which takes
two parameters as input for 2D images: Period and number
of octaves (amplitude is equal to 1 in our case). An octave is
the number of noise functions which, when added together,
yield the final noise. Each noise function doubles the fre-
quency of its predecessor (see fig. 9). Perlin noise divides

Figure 9: 2D noise functions with different frequency and
amplitude. The last one is the total sum: Perlin noise.
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the image into a grid with the size of the cell side equal to
period. If the pixel corresponds to a vertex of the grid, the
value of the noise function is returned. Otherwise, an inter-
polation of its 4-neighbors is performed. Then for each oc-
tave the process is repeated dividing the period by two. The
final Perlin noise image is used as a density function for the
participating media simulation.To summarize, the user input
required by our method is as follows:

• Approximate Z-buffer: depth information for each pixel.
• Scattering and absorption coefficients, which character-

ize the medium.
• InScat value: which defines airlight intensity.
• APSF Threshold: Used to divide the depth of the scene

in three regions, as in Figure 4.
• Perlin noise parameters: Octaves and period. Used to

configure the number of signals to shape the noise func-
tion.

4. Validation

Our motivation is to develop a method capable of comput-
ing a visually plausible simulation of participating media. As
there is no accurate method to measure the degree of realism
achieved by our system, we rely on the psychophysical anal-
ysis of the perceptions induced by our results. First (Section
4.1), we add participating media to a photograph with our
method (we restrict ourselves to fog); then we ask the partic-
ipants to recreate similar media in other images, using com-
mercial image editing software (we use PhotoshopTM). Sec-
ond (Section 4.2), we compare the outcome of our system
with the artists renditions from a perceptual point of view.

4.1. Adding participating media

6 individuals took part in this part of the experiment. Two
of them, from now on called ’average users’, had low or
medium-low expertise with the tool. The remaining four,
henceforth called ’artists’ had a great knowledge of both the
tool and its potential applications.

(a) (b)

Figure 10: (a) Original image used by participants as input.
(b) Image with fog computed by our method, used as sample.

The participants were asked to work with a clean image
(fig. 10 (a)), and manipulate it so that it looked as if con-
tained the same kind of fog as the image generated by our
method (fig. 3.1 (b)). They were instructed that of course the
meaning of same kind of fog is subjective, and thus artis-
tic expression was not hindered. The participants were given

unlimited time to finish the images. The images generated
by the participants are shown in Figure 12. These images,
together with the result of our method (using the same pa-
rameters for the fog as in the sample image; See fig. 11)
will be used as input for the psychophysical test. Now, we
analyze Figure 12 qualitatively: we observe that both av-
erage users (u1, u2) have not considered how depth affects
the opacity and luminance of the fog. Furthermore (u2) has
tried to simulate the non homogeneity of the medium adding
a disproportionate amount of noise. The artists (a1, a2, a3,
a4) have taken into account depth attenuation effects, al-
though some seem to have added too much noise to the fog
(a1,a2). (a3) created the closer outcome to our image al-
though extinction effects are not visible, producing a global
over-illumination of the image. Finally (u4) overexposes cer-
tain areas too much, obtaining a very artificial finish.

Figure 11: Result generated by our model.

Figure 12: Images created by average users (u1,u2) and
artists (a1...a4)

In Figure 13 we show the times needed by each partic-
ipant and our method. The data show that our model gen-
erates participating media simulation in less than a quarter
of the time needed in average by any user. Furthermore, our
model does take into account all the telltale visual cues from
participating media, whereas as we have seen, most of the
participants failed to capture at least some of them (qualita-
tively speaking).
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Figure 13: Images created by average users (u1,u2) and
artists (a1...a4)

4.2. Psychophysical test

Once we have shown that our algorithm produces faster re-
sults, we now want to shed some light on two other important
questions: does our simulation look real? And, is it compa-
rable to what an artist’s rendition? The image set used in the
test is composed by the five best renditions of the previous
step (we discarded the image by (u2)) and the outcome of our
model (image 4 ni Figure 14). A gender-balanced total of 20
individuals took part in the experiment, all of them having
reported normal or corrected-to-normal vision. About half
of them had previous knowledge of computer graphics in
general.

The images were shown in a 22" LCD DELL monitor.
The test had two parts. First, each individual was exposed
to a random sequence of the 6 images (fig. 14) without any
possible user interaction. They were simply asked the fol-
lowing question:

"Please indicate if the fog in the image corresponds to a
real photograph or if it was digitally processed."

Participants could give only a yes-or-no answer. Time to
observe and answer was limited to 20 seconds per image.

Figure 14: Images shown in the test.

Although useful to detect preference trends in the partic-
ipants this question might introduce a bias. In order to dis-
ambiguate and measure this degree of preference we per-

formed a second experiment showing the 6 images at the
same time (a ’stimulus sextuple’) while asking the partici-
pants to rank them (1: less realistic,... 6: most realistic), as
suggested in [MMS06]. The display was the same as in the
previous experiment, but no time limits were imposed for
this task.

The results are shown in Figure 15. (a) shows that the
result from our algorithm has the highest ratio of high scores
(5 or 6 on a 6-point scale) assigned by the users (52,94%).
(b) shows the average scores, where our algorithmic result
competes with images 3 and 5 (but has been generated at
a fraction of the time as shown before). In particular, our
image obtained an average score of 4, only 0.05 points below
Image 3 and 0.05 points over Image 5. Finally, (c) shows
that 70,59% of the participants perceived our result as a real,
photographed scene without digital editing, a percentage not
equaled by any of the artists’ renditions.

5. Conclusions and Future Work

We have presented an image based method to simulate plau-
sible participating media in 2D images, using an HDR image
as input. The underconstrained nature of the problem is cir-
cumvented by means of unskilled user input. We believe the
amount of user input is reasonable, given that our results are
four times faster than the average artist’s time using a con-
ventional, image editing tool. We show our results on some
images and the parameters used in Figure 16 and Table 1.

After analyzing the results of our psychophysical tests, we
can state the following:

• Our model is able to simulate participating media with, at
least, the same degree of realism and accuracy as an artist
using an image editing tool like PhotoshopTM.

• Observers tend to show preference for our image in detri-
ment to artist paintings.

• Our model generates an image in less than 5 minutes
against the 20 minutes needed in average by any user. We
have to remark that most of those 5 minutes are process-
ing time without user input. Even unskilled users could
match artist renditions in a quarter of the time.

Thus far,in terms of time, the amount of user input needed
to create the depth maps is the greatest bottleneck of our
method. We believe that our method would be highly im-
proved if the users were provided with computational tools
in order to set (with feedback) the depth parameters. Some
interesting future work lies ahead: recently, Saxena et al.
[SCN08] introduced a new depth acquisition method based
in machine learning through the analysis of multiple sets of
images and their corresponding actual depths, obtained by
laser scan. In this manner, the system is able to infer a likely
depth for each pixel based on its previous experience. Al-
though it lacks of great accuracy, the flexibility and robust-
ness of this method makes it a very good candidate to feed
depth information to our algorithm, ameliorating the need
for user-guided segmentation of the scene.
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Figure 15: Graphs representing: (a) Percentage of participants evaluating the image with high scores (5 or 6). (b) Average
score assigned to each image (1..6). (c) Percentage of individuals who considered the image as real.
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Figure 16: First column: Original images. Second, third and fourth columns: Processed images using the parameters shown in
table 1.

Table 1: Parameter data of images shown in figure 16. InScatH is constant.

Parameters

Image k σ InScatL InScatS Octaves Period

House (left) 1.2 0.8 0.6 0.2 5 250
House (center) 0.6 0.35 0.25 0.2 6 450
House (right) 0.7 0.5 0.5 0.3 3 300
Forest (left) 1.0 0.8 0.4 0.35 6 250
Forest (center) 0.5 0.35 0.15 0.35 5 400
Forest (right) 0.9 0.65 0.5 0.35 4 400
Statue (left) 0.5 0.3 0.01 0.025 6 900
Statue (center) 0.65 0.45 0.15 0.025 4 1500
Statue (right) 0.75 0.5 0.025 0.04 5 750
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