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Abstract 
In this article we present a working prototype incorporating some new interaction techniques for the 
navigation through and the manipulation of both 3D and 2D data. The prototype aims at professional ap-
plications like architectural design, surgical planning and geological exploration. Its design was influ-
enced by the analysis of user requirements and by the requirement for a natural interface. The prototype 
permits the user to navigate through 3D and 2D data in order to explore the internal structure. 3D navi-
gation is accomplished by means of a natural selection of dynamically updated cross-sections. The user 
can navigate through these selected cross-sections of 2D data and can perform manipulations with them. 
As a proof of concept we focus on two disciplines, viz. architectural design and surgical planning. Our 
usability evaluation of the interaction styles demonstrates that they are perceived as useful and enjoyable 
additions to existing techniques in these disciplines. 

Keywords:  
Augmented Reality, 3D interface, 2D interaction technique, Natural User Interface, volume data Naviga-
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1. Introduction 
In order to better understand the user-interface re-

quirements imposed by different application domains, 
one often starts by identifying important and frequently 
occurring tasks. Tasks are defined here as coordinated or 
logical sequences of actions, and may be shared by dif-
ferent applications. Tasks can hence be broken down 
into elementary actions. Wuthrich [1] identifies three 
kinds of elementary actions: selection/grabbing, posi-
tioning with n Degrees of Freedom (DOF), and deform-
ing. While it is possible to change the shape of an object 
by selecting a point within the object and repositioning 
that point, Wuthrich regards this to be a composite of 
two atomic actions (selecting and positioning) rather 
than the atomic action of deforming. In his view, de-
forming takes place when an input device (like the cube-
based shape deformation interface [2]) enables direct 
manipulation of the object shape. A similar argument 
can be used to argue the need for adding a fourth kind of 
atomic action to the list, i.e., sketching/writing. While 
entering text can be done through a keyboard, this form 
of entering relies on the atomic action of selection. 
However, a more natural and direct way of creating text 
and symbols is by writing and sketching with a pen. 

The important tasks in the application domains that 
we consider here are the navigation through and the 

manipulation of 3D and 2D data. The dimensionality of 
the data is defined here as the dimension of the smallest 
space needed to completely represent it. Thus, 3D data 
needs at least a 3D space to fully represent it, while 2D 
data can be represented in both 2D and 3D space. In this 
paper we address some user-interface requirements for 
the four possible combinations of tasks and data dimen-
sionality, i.e., 

• 2D Navigation (T1): This involves establishing 
the location and identity of structures in 2D 
space. 

• 3D Navigation (T2): This involves establishing 
the location and identity of structures in 3D 
space. 

• 2D Manipulation (T3): This involves creating, 
modifying and positioning items in 2D space. 

• 3D Manipulation (T4): This involves creating, 
modifying and positioning items in 3D space. 

The following are some typical applications where 
the above-mentioned tasks are encountered: 
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• Medical diagnostics and surgical planning [3] of-
ten require anatomical images of the human 
body. Examples of volumetric (or scientific) data 
in this context are Computer Tomography (CT) 
data, which are derived by a computer algorithm 
from multiple 2-D images taken at many differ-
ent orientations. CT exists for many different 
modalities: X-ray, Magnetic Resonance, Positron 
Emission, etc. 

• In geology, seismic recordings over a complete 
area may be collected to obtain information on 
the subsurface structure. This data must subse-
quently be analyzed, for example to better un-
derstand the shape and position of different 
geological layers, or to plan interesting trajecto-
ries for test drills (in oil or gas exploration or 
mining). Often, the computer can assist by mak-
ing segmentations of the data. However, the re-
sults of such segmentation are seldom com-
pletely trustworthy, and they have to be 
checked by a human operator, and corrected 
whenever necessary [4], [5]. 

Data is only as useful as the users’ ability to navi-
gate and interact with it. Thus, the search for natural 
ways of performing the above interaction tasks is con-
sidered very relevant. In this article we will present 
some new interaction techniques that have been imple-
mented on a working prototype. They aim to improve 
the efficiency, effectiveness and pleasure of use while 
performing the above-mentioned tasks. The proposed 
prototype allows the user to work simultaneously with 
both 3D and 2D data. The next section discusses the 
design requirements that have served as boundary condi-
tions in our search for suitable interaction techniques. 

2. Design Requirement 
Ideally, interactions with data should look and feel 

to the user like s/he is directly navigating and/or ma-
nipulating the data (at a certain level of abstraction), 
without the need to pay much attention to the interaction 
itself. Thus, at a phenomenological level, the interaction 
should be as transparent as possible [6]. This leads to an 
important design requirement of naturalness of the inter-
action technique, which can be derived from observa-
tions of how we interact with the real world. By the time 
we reach adulthood, we have perfected many manipula-
tion and navigation skills to the point where we can 
perform many tasks without conscious attention. The 
interaction device becomes invisible. It is this level of 
naturalness and transparency that one aims to achieve in 
interacting with computers. When done well, the interac-
tion shouldn’t feel like a human-computer interaction 
anymore, but rather like a human-product or human-task 
interaction. The focus should be on interacting through a 
computer instead of interacting with a computer. 

As a general requirement for naturalness, the atomic 
actions required to perform the interaction tasks of inter-
est should match the atomic actions provided by the 
interaction device. When the task requires more atomic 
actions than the atomic actions provided by the interac-
tion device, the user interface will need to support a 
complex dialogue of composed interactions, making the 
interaction unnatural. The relative positioning in 2D of a 
mouse is, for example, not adequate for performing an 
absolute positioning task in 3D. Mouse actions have to 
be modified by keyboard control keys in order to ac-
complish this. The converse, where the interaction de-
vice has more DOF than required by the task, can also 
be inefficient and confusing, since in such a case the 
interaction device is not physically constrained to the 
same set of atomic actions as the task [7].  

Two increasingly popular ways of designing more 
natural interfaces are using Virtual Reality (VR) and 
Augmented Reality (AR). A VR system positions the 
user in a graphical representation of a computer-
generated model, with the intention of completely im-
mersing the user in this virtual world. VR systems re-
quire the user to wear devices like head-mounted dis-
plays, head trackers, data gloves, etc. which intrude on 
the users personal space (as defined in [26]). These de-
vices often seriously limit the ability of the user to inter-
act in a social environment. Concerns have also been 
raised in both scientific and popular journals about pos-
sible harmful effects of such devices [10], [27]. In an 
AR system, the real world of the user is being aug-
mented with graphical or virtual information in order to 
enhance the users real world.  The realization that people 
are often communicating with their environment while 
performing a task is an important design aspect that is 
respected more in AR than in VR. Another important 
design principle of AR systems is that they try to make 
optimal use of the well-developed human skills of (two-
handed) interaction with real objects. One of the key 
technological problems in VR, i.e., providing realistic 
haptic feedback, is circumvented in this way.  

In order to incorporate our idea of naturalness, we 
adopt the following five design guidelines [8] for inter-
action devices: 

• Two-handed interactions should be preferred 
over one- handed interaction. The users know 
where their hands are relative to one another and 
this can help to develop interactions which are 
less demanding of visual attention [1]. (DG1) 

• Visual feedback is important for creating a feel-
ing of presence or spatial awareness [8].  (DG2) 

• The action and the perception space should coin-
cide [9]. (DG3) 
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• Minimal use of intrusive devices, such as head-
mounted displays, should be preferred [10]. 
(DG4) 

• Wireless props are preferred over wired ones 
[11]. A prop is a physical device, which allows 
the user to interact with the data. An interface in-
cludes one or more props. (DG5) 

In an effort to get a better grasp on the navigation 
and manipulation tasks of interest to us, we have 
adopted the following operational definitions: 

• 2D Navigation (T1): This involves finding items 
in a 2D dataset (such as a collection of pictures). 
Finding is typically accomplished by positioning 
the viewpoint sufficiently closer to the item such 
that the resolution and the field of view (FOV) of 
the displayed image are such that identification 
becomes possible. 2D navigation is hence re-
quired in instances where not all items can be 
rendered simultaneously with the necessary reso-
lution. Depending on whether the items are ar-
ranged in a 1D or 2D array, positioning requires 
either 1 or 2 DOF. 

• 3D Navigation (T2): This is in principle very 
similar to 2D navigation. Practical problems 
arise in current interfaces because the positioning 
of the viewpoint has to be done in 3D, and be-
cause more parameters are involved in creating 
the displayed image. Especially in case of scien-
tific data, such as the medical CT data or the 
geological seismic data mentioned before, decid-
ing on an adequate display mechanism is a prob-
lem in itself. One possible approach is to map the 
scientific data to a surface model. The required 
segmentation not only reduces the available in-
formation, but may also be incorrect and lead to 
a biased or erroneous interpretation. The alterna-
tive that we propose here is to navigate by means 
of dynamically updated cross-sections. This im-
plies that time makes up for the missing dimen-
sion. We prefer this approach because it pre-
serves all information in the data. A rigid rectan-
gular frame that can be positioned freely in space 
will be used to create such intersections. This 
frame will then have 6 DOF. 

• 2D Manipulation (T3): This task demands the 
atomic actions of positioning (3 DOF: 2 transla-
tions and 1 rotation), selecting and sketch-
ing/writing in 2D. It is familiar from existing 
desktop interfaces. 

• 3D Manipulation (T4): Users can perform preci-
sion manipulation tasks better in 2D than in 3D 
space. Based on this assumption it may be 

worthwhile to consider performing 3D manipula-
tions through a series of 2D manipulations. For 
example, a path in 3D could be created by letting 
the computer interconnect user-specified points 
in a number of intersection images. 

In the next section we describe some of the previous 
research in developing interaction devices for tasks T1, 
T2, T3 and T4. 

3. STATE-OF-THE-ART 
Table 1 compares some of the different interaction 

devices (both commercial and research tools) found in 
the literature, with respect to: (1) the atomic actions 
(namely, selecting, sketching/writing, deforming and 
positioning), (2) the tasks (T1, T2, T3 and T4) they sup-
port and (3) the interaction design guidelines (DG1, 
DG2, DG3, DG4, and DG5) they meet. 

SILK. The electronic sketching system SILK [12] is 
an informal sketching tool that combines paper-based 
sketching with computer support. With SILK, designers 
can quickly sketch an interface using an electronic pad 
and stylus. SILK recognizes widgets and other interface 
elements as the designer draws them.  

BUILD-IT. BUILD-IT [13] is a computer-vision 
based multi-user planning tool. Two projectors are used 
to create a horizontal output medium on a table and a 
vertical one on a screen, respectively. Grouped around a 
table and employing tangible physical bricks, the users 
can select and manipulate virtual models within the 
scene that they are planning.  

Passive Interface Props. Hinckley et al [14] pro-
posed a two-handed interaction device for neurosurgical 
visualization using several props. The surgeon is pro-
vided with: (1) a head prop , in the shape of a small rub-
ber sphere, for manipulating the view point (like zoom-
ing, rotation etc), (2) a cutting plane prop, used in com-
bination with the head prop, for specifying the position 
and orientation of an arbitrary slice through the patients 
anatomy, and (3) a trajectory selection prop that allows 
to specify 3D vectors and points.  

Cubic Mouse. The Cubic Mouse [15] consists of a 
cube-shaped case with three rods and control buttons. 
The rods are approximately orthogonal and correspond 
to the axes of a co-ordinate system. The device has an 
embedded tracker, which enables the users to control the 
viewpoint. Moving the rods can create slices through the 
volumetric data along canonical axes.  

If we compare the atomic actions and the tasks sup-
ported by the interaction devices, it is clear that there is 
no interaction device that supports all the tasks in a natu-
ral way.  
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Table 1. Comparison of four different Interaction devices on the atomic actions they perform, the tasks they support 
and the guidelines they meet. 

 

 

We use the hardware setup (the Visual Interaction 
Platform) described in the next section in order to 
implement an interaction technique for performing the 
tasks T1, T2, T3 and T4 while trying to comply with the 
design requirements mentioned in the earlier section. 

4. Hardware Setup 
The Visual Interaction Platform (VIP) [16] is an 

augmented reality platform that enables different natural 
interaction techniques such as writing, sketching, ma-
nipulating and navigating in 2D and 3D data. It is an 
extension of the BUILD-IT system [13]. 

The VIP uses a LCD projector to create a large 
computer workspace on a horizontal surface. The hori-
zontal surface contains a Wacom UltraPad A2® 
(http://www.wacom.com) digitizer tablet. The size of the 
projected image can be varied by changing the distance 
between the projector and the mirror (see fig. 1).  

UltraPad can accurately record digital pen move-
ments and allows the user to perform precise actions in 
the horizontal workspace, thus making it a combined 
action and perception space (henceforth action-
perception space). Precise actions are necessary for 
handwriting, drawing and sketching. In addition, the 
platform is equipped with an ultrasonic wireless position 
(6 DOF: 3 translation and 3 rotation) tracking device of 
InterSense (IS-600 Mark 2, http://www.isense.com), 
which extends the 2D action-perception space to the 3D 
interaction space above the table. 

The system also contains an infrared light source 
and a camera. This allows the system to track physical 
objects, such as small bricks, that are coated with infra-
red-reflecting material. The camera and the infrared light 
source are located above the table as shown in figure 1.  

Apart from the horizontal action-perception space, 
the VIP has a second, vertically oriented, workspace 
(communication space). The communication space is 
equipped with a stereo back projection system, which 
allows 3D visualization. This optional second workspace 

 Task Supported Interaction Device Requirements supported Interaction De-
vice 

Atomic actions supported 

 
T1 T2 T3 T4 DG1 DG2 DG3 DG4 DG5 

SILK [12] SW, S, P (2 DOF: 2 Transla-
tion)  

Y N Y N N Y N / Y Y Y 

BUILD-IT [13] S, P(3DOF: 2 Translation, 1 
Rotation) 

Y Y ½ Y ½ Y Y Y Y Y Y 

Passive Inter-
face Prop [14] 

S, P (4DOF:3 Translation, 1 
Rotation) 

N Y ½ Y Y Y Y N Y N 

Cubic Mouse 
[15] 

S, P(6DOF: 3 Translation, 3 
Rotation) 

N Y N N Y Y N Y N 

N = No; Y = Yes; ½Y = Supports task partially. 

S- Selecting, P- Positioning, SW- Sketching/ Writing. 

Figure1: Visual Interaction Platform. 1–IS600 track-
ing device, 2–LCD Projector, 3-Camera, 4-Infrared 
light source, 5-Mirror, 6-Wacom Tablet (action-
perception space), 7-Back projector (Communication 
Space), 8-Users 

3 4

5

6
7

8

1 
2 
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is usually used to supply the user with more extensive 
visual feedback for increased spatial awareness, or to 
communicate with remote participants. Back projection 
circumvents the problem of the user standing/ sitting in 
the way of the projector and the vertical screen 

The platform is equipped with two computers. An 
Intergraph® workstation is used for visualization, while 
a  Dell OptiPlex GX1 is used for gathering the data from 
IS600 and camera. Both run Microsoft windows operat-
ing system.  

We use Microsoft Visual C++ as the software devel-
opment tool. For visualization and image analysis we 
use OpenGL (http://www.opengl.org), VTK 
(http://www.kitware.com) and Intel OpenCV libraries 
(http://www.intel.com). 

The hardware setup of the VIP allows realizing sev-
eral props that support different atomic actions. 

5. Props 
The VIP has four basic props namely, the Brick 

ELement (BEL), the digital pen in combination with the 
digitizer tablet, the Enhanced Paper Prop (EPP), and the 
Rigid Intersection Selection Prop (RISP). 

The BELS are physical objects coated with infrared 
reflecting material that can be tracked by the system. 
BELs are used for selecting and positioning objects on 
the action-perception space. An object is selected by 
placing a BEL on top of it. The object can be moved to 
the required position by dragging the BEL there. The 
BEL supports the atomic actions of selecting and posi-
tioning in 2D (3 DOF: 2 translation and 1 rotation). 

The Wacom UltraPad consists of a tablet and a digi-
tal pen. The digital pen can be used like a conventional 
mouse or as a writing tool. In our current implementa-
tion the digital pen is used to make menu selections and 
2D data (usually images) annotations. Thus, the digital 
pen supports the atomic actions of selecting and sketch-
ing/writing in 2D. 

The EPP is a piece of real paper, which is placed on 
the action-perception space, The EPP contains infrared 
reflecting tags that allow the system to track it. Sketches 
made on the EPP, using the digital pen, can be traced 
into the computer. The visual feedback has two different 
modes. The sketch can either be projected onto the paper 
or can be created by a digital pen with an ink cartridge. 
The EPP supports the atomic action of positioning in 2D 
(3 DOF: 2 translation and 1 rotation). 

 The RISP (see Figure 2) is a rigid rectangular plastic 
frame (see 1 in Figure 2), which acts as a cross-section 
picker. The RISP is tracked using the IS600 tracking 
device. If the intended application involves interacting 

with 3D, then the user can use his/her non-dominant 
hand to move the (light-weight) RISP above the table, 
thereby making the desired cross-section of the 3D data. 
Covering one of the IS600 trackers for at least ½ sec 
selects the current cross-section. The RISP hence sup-
ports the atomic action of positioning in 3D (6 DOF: 3 
translation and 3 rotation) and selecting. 

6. Interaction technique 
The layout of the action-perception space is depend-

ent on whether the user is left-handed or right-handed 
The layout described below is meant for a right handed 
person. 

The layout (see Figure 3, see also Figure 4 and 5) 
consists of a linearly structured image database browser 
(see 3,4,5 in Figure 3), virtual paper (7), a floating tool-
bar (6), EPP (9) and a 3to2D window (8) in the action-
perception space. The communication space is currently 
used to provide a surface rendering of the 3D model. 
This surface model is used to visualize the position of 
the RISP with respect to the 3D data. 

The image database browser is located in the left 
margin of the action-perception space and consists of 
several images that the user has previously acquired 
(either through this interaction device or through other 
means). The browser contains an image database selec-

 
1 

5 
 

4

6 

2 

8 

3

7 

Figure 3: The action-perception space layout. 
1-Entire action-perception space, 2-Sketchable 
area (UltraPad), 3,4,5-Image database browser, 6-
Floating toolbar, 7-Virtual Papers, 8 - 3to2D win-
dow, 9 – Enhanced Paper Prop. 

9 

Figure 2: The Rigid Intersection Selection Prop 
(RISP). 1-Plastic Frame, 2 - IS600 trackers 

1

2
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tor (3), image thumbnails from the selected database 
with two buttons for browsing (4), and a preview win-
dow (5), which shows a high-resolution version of the 
selected image. 

A BEL positioned on the scrolling arrows and/or the 
thumbnails can be used to scroll through and select from 
the database.  Here, the BEL is constrained to the atomic 
action of positioning with 1 DOF (1 translation). The 
second DOF is disabled once the BEL moves over the 
image data browser.  

A copy of any image in the browser can be selected 
and dragged out of the browser into the working area, in 
order to become what we call a Virtual Paper (VP) [17]. 
Using the BEL, the user can orient and position the VP 
in the working area. The digital pen can be used to 
sketch and write on the VP. The VP has several proper-
ties like transparency level, size, sketching ink color and 
pen thickness. The action-perception space supports up 
to 10 VPs at any time. 

To adjust the above-mentioned VP properties the 
user can use the movable semitransparent toolbar called 
the floating toolbar. The user can select and drag the 
menu toolbar by using a BEL. When any one of the four 
corners of the floating toolbar is moved within the 
boundaries of the VP, the floating toolbar gets attached 
to that VP, thereby enabling the user to change its prop-
erties. The properties can be changed using the digital 
pen. 

The EPP is a combination of the real paper and the 
VP. The EPP can be positioned anywhere within the 
working area by dragging. Depending on the mode of 
use of the EPP, certain properties of the VP are inherited 
by the EPP as well. 

The 3to2D window (see 4 in Figure 5) allows the 
user to interact with 3D data. The window is a preview 
window that allows the user to view different cross-
sections of a 3D dataset. The absolute position of the 3D 
data is on the table above the 3to2D window. The user 
can navigate through the 3D data by moving the RISP 
above the table. If the user finds a certain cross-section 
interesting, s/he can capture the image by covering one 
of the IS600 trackers on the RISP. The selected cross-
section image is then added to the image data browser. 
The floating toolbar can be positioned over the 3to2D 
window as well. In this case, sliders on the floating tool-
bar can be used to move the intersection plane along the 
canonical axes of the data in incremental steps. 

The user is always provided with view of a surface 
model of the 3D data in the communication space. When 
the user lifts the RISP to interact with or navigate 
through the 3D data then the location of the RISP with 
respect to the 3D data is also shown. 

Auditory feedback is provided to the user in situa-
tions where visual feedback is not clear or not possible. 
For example, when the user captures a cross-section, a 
sound is played to confirm to the user that his/her action 
has been successfully performed. 

The platform supports collaborative work in a lim-
ited way.  Several users can observe the interactions and 
use different BELs. Although different users may have 
separate digital pen, only one can be operated at a time. 
Currently there is only one RISP.  

Note that the VIP does indeed conform to the guide-
lines for natural interfaces that were proposed earlier: 

• two-handed interaction is possible  (DG1) 

• the platform provides extensive visual feedback 
through the communication space (DG2) 

• the action and perception spaces coincide in the 
action-perception space (DG3) 

• the users do not have to wear intrusive devices 
like head-mounted displays (DG4) 

• there are no messy wires to hinder user move-
ments (DG5) 

• multiple users can collectively interact at the 
same time, using separate props, thereby promot-
ing group work. 

 Additionally the use of props is easy to learn 
[17][18], since they rely on well-developed human skills 
for manipulating physical objects. 

7. Application 
In order to evaluate the usability of the interaction 

techniques, we considered applications in two different 
disciplines, namely architectural design and medical 
planning.  The main reason for this selection has been 
the access to data from these domains and access to 
experts for evaluations. There is also a substantial dif-
ference in working practice of professionals in these 
domains. The emphasis in the medical domain is on the 
analysis of gathered data, while in the architectural do-
main it is on the creation of new data through analyzing 
existing data.  

7.1. Architectural Design 
7.1.1. Problem Description 

Pen and paper are traditional companions in many 
creative activities: “From mechanical engineering to the 
graphic art, designers comprehensively reject the use of 
computers in the early, conceptual/creative phases of 
designing... designers prepare to use paper and pencil” 
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[19]. Early architectural design is a typical example 
where traditional design tools such as sketching on paper 
still dominate over computer-assisted tools. In addition 
to the task and system requirements mentioned in previ-
ous sections, we must consider the following discipline 
specific requirements for computer assisted architectural 
design tools. They are based on our user studies (through 
questionnaires and brain storm session) and a literature 
review (see [19], [20], [21]). 

The architect must be able to sketch, write, model or 
search for images, or any other information, in an easy, 
intuitive way. Intuitiveness in using the program is im-
portant in order to enable the architect to focus on the 
design problem and not on how to use the program. 
Intuitiveness can be provided to the architect by a tool 
that is natural to him [20]. 

Different kinds of information are useful to the ar-
chitect. This can be information concerning the assign-
ment, the situation of the building envisioned, the archi-
tects vision of architecture, etc. It is hence important that 
a tool can handle more representations at the same time, 
meaning sketches, images, text and 3D models. Sketches 
are very powerful representations. They are vague on 
purpose: sketches can be often interpreted in many 
ways. An image can inspire the architect: sometimes it 
displays materials or atmosphere that the architect likes, 
or it displays a certain composition of proportions, 
which appeal to him/her in an esthetical way. Text is 
used as annotation, explanation or as keywords; some-
times it is used in schemes or in a description of the 
conceptual ideas [20]. 

7.1.2. Prototype Implementation 
We created a prototype of the system for architec-

tural design, which attempts to meet the user and system 
requirements mentioned above. Our prototype has the 
ability to integrate and inter-relate all textual and graphi-
cal data.  

In the action-perception space (see Figure 4), the VP 
contains: previously made or scanned sketches; inspira-
tional photos, for example, photos of work of other ar-
chitects; images from previous projects; images with 
different building elements; photos of the site and sur-
roundings; and/or other relevant material. These materi-
als can be retrieved from the image database browser. 

By moving the BEL with the non-dominant hand, 
the designer can change the position and orientation of a 
virtual paper. A pen in the dominant hand can be used to 
annotate or sketch on the virtual paper. This annotations 
or sketches can be saved or printed for future use. 

Architect do not use opaque media very often - they 
use translucent media such as tracing paper and polyes-
ter film to copy, elaborate, annotate and evolve draw-

ings. Hence the system offers transparency to assist in 
re-drawing and over-drawing which is more important 
than editing and tweaking [21]. 

The EPP is also part of the prototype for the archi-
tectural design. A digital copy of the EPP content 
(sketches, annotations, etc.) can be printed or saved and 
used as virtual paper. The system can also add visual 
information that supports the design, since any virtual 
paper can be placed on top of the EPP.  

The combination of real and virtual paper can help 

in managing, storing and annotating images; managing, 
creating and editing sketches; and can assist in re-
drawing and over-drawing. This interaction technique 
also preserves the naturalness of the traditional way of 
sketching.  

7.2. Medical Planning 
7.2.1. Problem Description 

 In surgical planning, surgeons may want to set out a 
trajectory in 3D in order to carry out a biopsy. Obvi-
ously this trajectory should avoid vital tissues.  Tradi-
tionally neurosurgeons have planned surgery based on 
2D slices acquired through MRI data. The 2D slices are 
also restricted to planes that are orthogonal to canonical 
axes through the patient’s head Although the MRI data 
are 3D volumetric data, the 2D slice presentations is an 
artifact of limited computer visualization and interaction 
technology.. However, many surgical paths within the 
brain that are clinically useful are oblique to these views. 
Following such oblique trajectories has been risky, since 
it is difficult or impossible to produce appropriate visu-
alization. This is why surgeons want to be able to see 
views at oblique angles and be able to relate them back 
to the more familiar canonical views [3].  

From the above problem description, it is clear that 
the task requirements for neurosurgeons fit quite nicely 

Figure 4 Action-Perception space for Architec-
tural Design. 1-Image database browser, 2- Float-
ing toolbar, 3-Virtual Papers, 4 – Enhanced Paper 
Prop. 
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the task description mentioned in earlier sections. The 
surgeons need to navigate through the 3D volumetric 
data (in this case, the MRI brain model) and make selec-
tions of desired cross-sections and analyze them further 
to plan a 3D trajectory. 

7.2.2. Prototype Implementation 
In order to study the use of the platform for surgical 

planning, a prototype of the system was implemented 
using medical data as the volumetric data.  

The 3D model (which is virtually resting on top of 
the workspace) can be positioned anywhere within the 
action-perception space by moving the resizable window 
3to2D window (see 4 in Figure 5) to the desired loca-
tion. The 3to2D window, as the name suggests, is a win-
dow to the 3D model through which the user can view 
the slices made by him/her. The user can dynamically 
view slices of the 3D model by moving the RISP (see 3 
in Figure 5) above the 3to2D window. If the user finds 
any of the cross-sections interesting and wishes to inves-
tigate it further, s/he can cover any of the (four) IS600 
tracker discs (see Figure 2) for a short period of time 
(less than 1 sec) and immediately the bitmap is saved 
onto the hard disk of the computer. The image sliced 
then becomes available through the image database 
browser. Auditory feedback is provided to confirm that 
the user’s action has been successfully performed. Any 
image in the image database browser can be used as a 
VP and examined as mentioned in the section on Inter-
action Technique 

The commmunication space (vertical display area) 
provides a perspective view of the horizontal workspace 
with the surface rendered 3D model sitting in the loca-
tion of the 3to2D window (see 1 in Figure 5). The 3D 
data requires some form of segmentation in order to map 
it into a surface model (Currently this segmentation is 

based solely on the gray value). When the user moves 
the 3to2D window in the horizontal space the 3D model 
moves accordingly in the projection space. The RISP is 
also visible in the projection space as a translucent plane 
moving through the 3D model. For user convenience the 
vertical projection space also provides the same bitmap 
that is shown in the 3to2D window (see 2 in Figure 5).  

8. Evaluation 
 Due to the popularity of the platform as a demon-

stration tool we have had the opportunity of showing the 
prototype to many students (from different faculties 
within this university) and to some professionals from 
medical system and architecture companies. The plat-
form had a clear “WOW” effect with all of them. Most 
observers were delighted when they saw the RISP work. 
Almost all of them immediately requested to try using 
the Prop. The most common problem encountered was 
that the IS600 tracker looses the RISP when the users 
block the (wireless) line of sight connection between the 
RISP (i.e. tracker discs), and the tracker. But they learn 
quickly where to position the 3to2D window to work 
effectively. We plan to mount the IS600 trackers in a 
more suitable location in order to reduce this problem.  

The prototype for architectural design was formally 
evaluated for different aspects of usability and useful-
ness. The experiment was performed in the form of a 
walkthrough guided by a scenario. The goal was to mo-
tivate the user to use all the functionality in the interface. 
The subjects were pleased with the system. They espe-
cially found that the use, functionality and limitations of 
the pen, the EPP and the VP are clear. They could easily 
learn how to work with these elements in less than 5 
minutes. While developing the prototype we were quite 
uncertain of the need for the EPP, but the subjects (all 
architectural discipline experts) have confirmed the use-
fulness for the EPP.  

The main problem encountered by most subjects was 
handling of the BEL. We noticed that some subjects tend 
to cover the top of the BEL while moving it, and failed 
to cover it completely when trying to remove it from the 
action-perception space. The use of the BEL demanded 
a conscious effort from the user to activate and deacti-
vate it properly. We also compared the time taken by the 
subject to overdraw a simple sketch using both the sys-
tem and the traditional way of using the transparent pa-
per. There was no significant difference in performance 
times and the subjects preferred the system because of 
the flexibility it provides without the loss of speed. 

9. Future Directions 
 We have planned formal experiments to evaluate 

the usability of the RISP in performing the task T2 
effectively and efficiently. This task of spatial 
navigation can be operationalized as the users ability to 
identify and locate objects within a 3D model. In a first 
experiment, the users will have to browse through an 

Figure 5:Action-Perception and Communication 
Space for Medical Planning. 1 – 3D model in the 
vertical projection space. 2 – Bitmap image of the 
slice, 3 – The RISP, 4 – The 3to2D window 
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the users will have to browse through an artificially gen-
erated 3D dataset (for about 1 minute) and have to report 
the number of different objects that they see by filling in 
a questionnaire. They will then be shown 4-6 translucent 
versions of the 3D object (ranging from very similar to 
far from similar to the original 3D data) and they have to 
pick the one they think best describes the 3D data. This 
experiment will provide a measure of accuracy of per-
forming task T2. In the second experiment we want to 
measure how precisely users can make cross-sections 
with the RISP. The users will be asked to create a cross-
section that aligns with a white disc within the 3D 
model. If we measure error as the number of non-white 
pixels in the user generated slice then we expect the 
error to decrease with an increase in the thickness or 
diameter of the white disk. We are especially interested 
in the required thickness and diameter for (almost) flaw-
less performance. 

 As a next step we intend to redesign some interface 
elements, such as the BEL, in order to incorporate the 
most important user feedback on the usability of the 
system. We will then perform formal usability evalua-
tions, based on the ISO 9241-11 standard [22], of the 
system for effectiveness, efficiency and satisfaction. The 
evaluations will be done with discipline experts. 

Finally, we intend to extend the functionality of the 
interaction technique to include spoken input. Spoken 
input is successful in situations where the user’s hands 
and eyes are busy [23]. Furthermore, spoken input can 
increase the naturalness of the interaction technique 
[24]. There have been studies [25], which suggest that 
users prefer spoken input in any dialogue system as long 
as the speech recognition is reliable.  

10. Conclusion 
 In this article we have presented new interaction 

techniques for navigating and manipulating both 3D and 
2D data. Tools for architectural design and surgical 
planning were implemented on the prototype system. 
Informal evaluations by domain experts suggest that the 
system has added value in task performance. More for-
mal experiments are planned to confirm this. 
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