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Abstract. We present a tool set of techniques for navigation in virtual environ-
ments. Based on athrough-the-lens concept, the user is enabled to simultaneously
view the surrounding virtual world and an arbitrary location of the virtual world
as seen through an interactively defined window. For the manipulation and the
adjustment of this virtual window we propose three different strategies, loosely
based on the well-knowneyeball-in-hand, scene-in-hand, andworld-in-miniature
techniques. Since our technique provides a preview area with controllable size
and position, the occluded part of the scene can be flexibly managed, while en-
abling intuitive and precise work with the proposed tools. The proposed tech-
niques provide powerful tools that are easy to implement and can be applied in
any type of virtual environments.

1 Introduction and Related Work

One of the most important features defining usability and user acceptance of a virtual
environment, is the support of adequatenavigation. Very large virtual environments
make efficient navigation a key requirement. Thenavigation can be divided in three
groups of techniques [12]:Searching is the motion to a particular location in the vir-
tual environment.Exploration is defined as navigation without particular target. Finally,
maneuvering is the high-precision adjustment of the user position in order to perform
other tasks. Beside the application of these navigation techniques for performing par-
ticular tasks, each of them has a different application range. Searching and exploration
techniques are utilized for overcoming large distances, while maneuvering is applied
rather locally. In this work, we will present three tools each of which is suitable for
accomplishing one or more of these tasks.

Various navigation techniques belonging to the above navigation types are described
in the literature. Darken and Sibert [3] propose 2D maps for navigation, applying prin-
ciples extracted from real world navigation aids. Stoakley et al. [10] extended this idea
into the third dimension. The authors define navigation as a term covering two related
tasks: movement through a virtual space and determining the orientation relative to
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the surrounding environment. Stoakley et al. [10] introduce in their work theWorld In
Miniature (WIM)-technique for manipulating objects in the 3D space. Pausch et al. [5]
extended theWIM concept to provide a navigation tool, enabling the user to directly
manipulate the current viewpoint for searching and exploration tasks. However, they
also reported that despite the intuitive application of theWIM, the direct viewpoint
manipulation was confusing to many users. This is caused by the fact that the world
surrounding the user moves simultaneously with the movement performed on theWIM.
In addition, due to the applied miniaturized fixed-size copy of the virtual world, precise
manipulation and navigation tasks are difficult to perform.

Another set of navigation tools is discussed by Ware and Osborne [14], who evaluate
three metaphors for exploration and virtual camera control:eyeball-in-hand, scene-in-
hand, andflying-vehicle-control. They conclude: “None of the techniques is judged the
best in all situations, rather the different metaphors each have advantages and disadvan-
tages depending on the particular task”. Similarly to theWIM-technique, the main prob-
lem with theeyeball-in-hand and thescene-in-hand techniques is that the viewpoint
is directly manipulated and the resulting image immediately displayed. This, however,
may confuse the user or even cause loss of orientation.

The navigation tools we present in this work are inspired by theeyeball-in-hand,
scene-in-hand (we callgrab-and-drag), andWIM-techniques, but attempt to overcome
their limitations. We introduced to these tools athrough-the-lens (TTL) concept, ex-
tending their functionality and improving their usability. The idea of this concept is
based on a more generalized 3D magic lens [1, 13], thereforethrough-the-lens concept.
In particular, we allow the scene to be viewed from an additional (second) viewpoint,
whereas the image rendered from this second viewpoint is displayed in a dedicated win-
dow. In this way, the presented navigation aids provide a set of flexible and powerful
tools, covering all of the navigation categories introduced above.

The remainder of this paper is organized as follows. First, we introduce the idea
of the TTL-concept, and discuss the requirements for the realization. In Section 3, we
will describe in detail the three proposed tools. We will discuss their implementation,
utilization, and show snapshots of the system in action. Finally, we will conclude the
paper with a short comparison of the presented navigation aids.

2 Through-the-Lens Concept

The main idea of a TTL-tool is to provide an additional viewpoint and display the scene
as seen from this viewpoint in a dedicated viewing window (or output windowWo) as
shown in Figures 1 and 2. Thus, a preview window is provided. This window is mapped
onto a pad held in the non-dominant hand of the user. For the realization of the proposed
tools, we utilized thePersonal Interaction Panel (PIP) concept [11, 8]. The PIP consists
of a tracked palette, on which the virtual tools are displayed is such a way, that the user
sees them on the pad’s surface. This is accomplished either using back-projection and
a transparent palette (Virtual Table, Virtual Workbench, Cave, Powerwall etc.) or front-
projection (opaque and transparent head-mounted-displays). The pen is a manipulation
tool for interacting with the pad. It is a physical object with a virtual counterpart used
to manipulate the virtual tools on the pad.
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location of the (hidden) house
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Fig. 1. The grab-and-drag tool is shown in action (Image (a)). After manipulating the additional
viewpoint (shown in (b)), details invisible from the current user position become visible. The pen
shows the location of the small house in the surrounding scene. Even though, the small house is
in the surrounding environment, it is not visible from the current user position.

Considering the additional viewpoint and the scene seen through it (called sec-
ondary scene/world), there are two conceptually different states of the pad and the sec-
ond world viewed through the windowWo on the pad: Either the secondary world is
fixed in the space, or it is fixed with respect to the viewing window. In the first case,
the output windowWo mapped on the pad is used to explore parts of the secondary
scene (which is fixed in the space) using a magic lens (see Figure 2(c) and (d)). The
window can be freely moved in the secondary world’s coordinate space. In contrast, in
the second scenario the window can be adjusted to show a given part of the secondary
scene (location of interest), such that even if the output windowWo is moved, the vir-
tual windowWv remains fixed in the secondary world’s space (see Figure 2 (c) and
(e)). Throughout this work, we will refer to these two states as “secondary scene fixed
in space” and “window fixed in secondary scene”. The latter scenario is only used when
the TTL-WIM tool is applied, as will be shown later.

As introduced above, the proposed concept of providing an additional viewpoint for
an explored scene is a more generalized 3D magic lens [1, 13] and extends theseam con-
cept (spatially extended anchor mechanism) described in [9]. In contrast to the original
seam implementation, however, in our scenario the scene viewed through the virtual
window and the window itself are not fixed with respect to each other. We provide a
dynamic viewpoint for exploring distant locations in the virtual world. Thus, an inter-
actively definedwormhole is introduced, allowing viewing the currently explored world
from an arbitrary remote location. One of the most important features of the proposed
through-the-lens concept is that the surrounding virtual world remains unchanged dur-
ing the two-handed manipulation of the additional viewpoint. Depending on the applied
tool, the second viewpoint can be either manipulated directly (eyeball-in-hand) or indi-
rectly (TTL-WIM and TTL-grab-and-drag), as will be discussed later.

Finally, the proposed tools are used not only to view the scene from a different
point of view, but also to immerse the secondary scene through this viewpoint. Thus,
a controlled “teleporting” is performed. In order to enter the secondary world as seen
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Fig. 2. The position of the virtual window (Wv) is fixed with respect to the scene seen through
it, as shown in (a).Va andVb are two different viewing positions. (b) shows the two viewing
positionsA andB, derived from the current camera positionsVa andVb. In case the virtual
windowWv is fixed in the scene and the output windowWo is moved in the scene surrounding
the user, the scene seen throughWo moves with the viewing window as show in (c) and (e). (d)
shows the “scene fixed in space” scenario with the scene frozen as shown in (c). MovingWo
(compare (c) and (d)) allows viewing different parts of the scene. When the viewpoint changes
(e.g. fromVa to Vb), the scene show inWo can be viewed from different angles as show in (e)
and (f).

from the additional viewpoint, the user has to move the pad towards the face until the
image on the pad completely covers the viewing area. To facilitate the navigation, the
secondary world can be immersed only if it is “fixed in the space”. This is the more
natural way of entering a distant world.

2.1 Realization

The hardware realization of the proposed tools requires a virtual environment setup
with three tracked devices: One for the user’s head position and orientation and one for
each hand. This is the only information we need in order to realize the tools described
in this work.

Assuming that the virtual world is organized in a scene graph-like structure, the
software realization is simple as well. In order to display the virtual world as seen from
an additional viewpointV ′, the entire sceneS, preceded by an appropriate transforma-
tion (Ta), passes the rendering pipeline once again. The projection of the output window
(mapped on the pad) defines the area in which the rendering ofS as seen fromV ′ is
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performed. During rendering, the virtual counterpart of the physical pad is applied to
fill the OpenGL’s stencil buffer with an appropriate mask. Afterwards,S is rendered
within the masked area as seen fromV ′. Further implementation details are discussed
in [9].

3 TTL-Tools

As introduced above, the proposed techniques can be divided in two groups: Tech-
niques applying direct and indirect viewpoint manipulation. In the next section, we will
first describe the indirect manipulation techniques, which allow to intuitively adjust the
scene seen through the second viewpoint without having to explicitly define a virtual
camera position and view direction. Afterwards, we will discuss in detail theeyeball-
in-hand-technique for direct viewpoint manipulation.

3.1 TTL Grab-and-Drag

Starting with two aligned viewpoints, this technique allows for the user to manipulate
the scene seen from the additional viewpoint by grabbing and dragging the scene in
the desired direction (Figure 3). This approach is similar to the scaled-world grab loco-

P’

P
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B

A

P

grab-and-dragA = B

Fig. 3. Initially, both viewpoints are aligned as shown on the left. Grabbing the scene at point
P and dragging to point P’ corresponds to a translation (eventually combined with rotation) of
viewpoint A to viewpoint B, as shown on the right.

motion metaphor described by Mine et al. [4]. Unlike the scaled-world grab where the
authors apply the motion immediately, we provide a preview window. The scene seen
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through this window is now manipulated applying a simple grab-and-drag handle. In
this way, the viewed part of the scene can be chosen very precisely, without requiring
the user to physically or virtually walk/fly to the location of interest. In addition to the
grab-and-drag mechanism, the user can also scale the scene if needed, hence, making
this tool especially suitable for final high-precision adjustment.

Unfortunately, the application range of this technique is limited to the user’s reach.
When applied for viewing distant locations, the proposed technique can be circum-
stantial. This drawback can be overcome by combining our through-the-lens technique
with other techniques for remote object grabbing (e.g. go-go technique [7], image plane
techniques [6], or scaled-world grab technique [4]).

Similar to the eyeball-in-hand tool, we implemented a one-to-one mapping for the
translation and the rotation originating from the grabbing tool. In this way, we can easily
compute the transformationTa. ForTa, we only need the position and orientation of
the dragging handle at the beginning of the dragging motion and the current position
of the handle. If another grabbing technique is applied, the transformationTa has to be
generated properly.

3.2 TTL Wim

In contrast to the originalWIM tool, with the TTL-WIM we do not map the miniature
copy of the virtual worldon top of the pad. Instead, we display the latter underneath
the pad’s surface. Thus, the user is looking into the miniaturized virtual world through
a window defined by the pad.

As introduced before, the manipulation of the additional viewpoint is indirect. The
viewed part of the scene is defined by interactive dragging of a box around the target
location on the pad (in the scaled down world –WIM, Figure 4). The selected part can
be examined not only on the pad, but also in the virtual world surrounding the user (if
visible from the current viewpoint). The size of the dragged box defines the position
of the additional virtual camera, while the orientation always remains orthogonal to the
virtual world (z-axis of the world) as shown in Figure 4. Thus, the virtual window is
always fixed in the viewed scene.

This technique is primarily used for coarse selection of the viewed area. Once the
user has adjusted the desired part of the scene to be seen through the pad, the grab-
and-drag tool can be applied for precise manipulation of the additional virtual camera.
In order to immerse the world seen through the output window on the pad, this world
has to be “fixed in space”. Since this is not the case with this tool, after selecting the
location of interest, the scene has to be explicitly fixed in the space. Afterwards, the
grab-and-drag tool can be used for further adjustment.

We can easily determine the scale factor and the point of interest (the middle of
the dragged box), thus, the computation ofTa is simple as well. Knowing the size and
location of the dragged box, the camera is positioned right over the point of interest
(Figure 4).
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Fig. 4. Initially, a miniaturized copy of the entire scene as seen from viewpointI is displayed on
the interaction pad (do not confuse with the current viewpointA). After interactively selecting
a region of interest, the viewpoint is moved to B, such that only the selected region is visible
through the pad.

3.3 TTL Eyeball-in-Hand

This technique has been introduced and explored by several researchers (e.g. [2, 14]).
Despite the intuitive mental model applied with this metaphor, the main problem is the
often-caused disorientation. This is due to the motion of the virtual viewpoint, which is
directly applied to the current camera. Moreover, the one-to-one mapping of the hand
to the virtual viewpoint makes precise adjustment of the virtual camera very hard. In
addition, in order to move the camera around the scene, the user has to physically walk.
Even though, the eyeball-in-hand metaphor is simple to understand and requires a sim-
ple mental model of the scene, the above limitations make it unsuitable as a sole nav-
igation technique. In order to circumvent these limitations, while still supporting the
features of this metaphor, we introduced a preview window to the eyeball-in-technique.
This makes it possible to view the scene from various viewing position (in the hand’s
reach) without changing the current viewpoint of the user, thus, reducing confusion and
disorientation.

The pen held in the dominant hand is used to define the additional viewpoint (Fig-
ure 5). It defines the position and the orientation of the new virtual camera. The scene,
seen from this new viewpoint, is displayed in a window, which is mapped on the pad
held in the non-dominant hand. Since the user sees the position of the virtual camera in
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Fig. 5. Applying the eyeball-in-hand tool, the additional viewpoint can be positioned directly by
defining a position and orientation of the new virtual cameraB.A is the current viewpoint.

the surrounding environment and the scene as seen by the positioned camerasimulta-
neously, the virtual camera can be positioned very precisely.

In order to display the appropriate part of the scene, we first compute the transfor-
mationT transforming the current position and orientation of the pen to the current
camera’s position and orientation. The matrixT−1 is now used to compute the trans-
formationTa.

4 Future Work and Conclusions

A topic of our future research will be the performance and evaluation of usability stud-
ies in order to make sound analysis of the proposed tools. Furthermore, we are working
on an extension of the described techniques towards remote object manipulation, ad-
justment, and “through the wormhole” movement. Thus, we will show the versatility
and flexibility of the through-the-lens display technique.

Although each of the proposed techniques has some limitations, the combination of
all of them provides a powerful toolkit for exploring distant locations in a virtual world,
as well as navigating in the virtual environment (see Table 1). The described through-
the-lens world-in-miniature technique overcomes the main drawbacks of the original
WIM-metaphor. The arbitrarily adjustable scale factor allows for the user to view large
virtual worlds at a freely chosen scale. Since the miniaturized world is not displayed
on top of the hand-held palette, the scale size is not limited to the distance between the
user’s head and the projection pad. The presented through-the-lensWIM is primarily
used for accomplishing searching and (coarse-level) exploration tasks.
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Table 1. Comparison of the proposed navigation tools.

Technique Features Limitations

TTL grab-and-drag - suitable for searching tasks, and
precise final adjustment tasks

- circumstantial for distant objects
and locations

- intuitive viewpoint manipulation
TTL WIM - suitable for exploration and

searching tasks
- scene cannot be entered until not
“fixed in space”

- supports multiple scale levels - improper for fine manipulations
TTL eyeball-in-hand- requires very simple mental model- unsuitable for exploration

- easy to use for fine precision cam-
era adjustment

In contrast, the grab-and-drag tool can be applied for all of the navigation cate-
gories introduced in Section 1. The only limitation is that it is not easily used for setting
the viewpoint to very distant locations. In this case, the application of this tool has to
be either preceded by the application of the through-the-lensWIM tool, or alternative
techniques for remote grabbing have to be used.

The eyeball-in-hand tool is mainly used to directly define the view position and
orientation in the reach of the user’s hand. Hence, it falls into the category of the
maneuvering-tools. This technique is very intuitive and requires a simple mental model.
With the proposed preview window, this tool provides a valuable navigation aid.

In summary, we presented three tools for navigation in virtual environments based
on a through-the-lens display technique. This concept allows exploring distant loca-
tions or invisible features of the virtual world without having to virtually or physically
fly/walk to the remote location. It enables the viewing of locations of interest, while the
world surrounding the user remains unchanged. This main contribution of the presented
work will allow enhancing existing navigation aids and developing new tools exploiting
the through-the-lens concept.
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