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Abstract. We describe an educational application in virtual environ-

ment, intended for teaching and demonstration of basics of astronomy.

The application includes 3D models of 30 objects in the Solar System,

3200 nearby stars, a large database, containing textual descriptions of all

objects in a scene, interactive map of constellations and tools for search

and navigation. The methods, needed for visualization of di�erent scale

astronomical objects in virtual environment, are described.

Modern educational process actively uses the methods of computer graphics and
scienti�c visualization. Wide opportunities are opened by emerging technology
of virtual environments, which can be used for a creation of high interactive
virtual laboratories intended for teaching di�erent disciplines. In this paper we
describe an experimental course on basics of astronomy, which is delivered inside
the immersive virtual environment system CyberStage, installed at GMD, and
gives a possibility to explore interactively the Solar System and surrounding
stars.

The �rst section presents the virtual environment system CyberStage. The
second section outlines Avango, the main software component driving this sys-
tem. The methods used for modeling of astronomical objects are described in
the third section and summarized in conclusion.

1 CyberStage

The CyberStage [1] is CAVE-like [2] audio-visual projection system. It has room
sizes (3m�3m�2.4m) and integrates a 4-side stereo image projection and 8-
channel spatial sound projection, both controlled by the position of the user's
head, followed by a tracking system (Polhemus Fastrak sensors). The sound pro-

jection is completed by vibration emitters built into the oor of the system and
allowing for rendering low frequency signals perceivable through feet and legs
and by the eight channel-surround-sound system which is fed by IRCAM's room
acoustic software Spatilisateur [3]. Shutter glasses (Crystal Eyes) are used for
stereo image perception. An SGI Onyx 2 with 4 In�nite Reality 2 graphics sub-
systems and 12 MIPS R10000 processors generate eight user controlled images.
Each pipe generates 11 million shaded triangles per second (peak rate). The
display resolution is 1024 x 768 pixels at 120 Hz for each of the four displays.



To create the illusion of presence in virtual spaces, the CyberStage system
provides various interfaces and interaction metaphors to visually and acoustically
respond to the user's actions. These interfaces allow for navigation in virtual
spaces and manipulation of virtual objects. The software driving the CyberStage
is the Avango [4] application development toolkit.

2 Avango

Avango is a programming framework for building distributed, interactive VE
applications. It uses the C++ programming language to de�ne two categories of
object classes. Nodes provide an object-oriented scene graph API which allows
the representation and rendering of complex geometry. Sensors provide Avango
with it's interface to the real world and they are used to import external device
data into an application.

All Avango objects are �eldcontainers, representing object state information
as a collection of �elds. They support a generic streaming interface, which allows
objects and their state information to be written to a stream, and the subsequent
reconstruction of the object from that stream. This interface is one of the basic
building blocks used for the implementation of object distribution.

Avango uses connections between �elds to build a dataow graph which is
conceptually orthogonal to the scene graph, and is used to specify additional
relationships between nodes, which cannot be expressed in terms of the stan-
dard scene graph. This facilitates implementation of interactive behavior and
the import of real world data into the scene graph.

In addition to the C++ API, Avango features a complete language binding to
the interpreted language Scheme [5]. Scheme is a general purpose programming
language descended from Algol and Lisp. It is a high level language, supporting
operations on structured data such as strings, lists and vectors. All high level
Avango objects can be created and manipulated from Scheme.

The Avango itself is based on SGI Performer to achieve the maximum pos-
sible performance for an application and addresses the special needs involved in
application development for virtual environments. Along with high performance
rendering this framework allows live video sources as well as prefabricated anima-
tions to be imported into virtual worlds. Advanced rendering tasks like culling,
level-of-detail switching and communication with the graphics hardware are all
handled by Performer. Whenever the underlying hardware allows, Performer
utilizes multiple processors and multiple graphics pipelines.

3 Solar System: algorithms of visualization

Our main goal is to represent all objects in the Solar System preserving cor-
rect angular sizes from any viewpoint, as they would be visible from a traveling
spacecraft. There are several reasons why this cannot be done in a simple way,
for example, representing the Solar System as Open Inventor's static geometry
�le. Sizes and distances for objects in the Solar system are too di�erent: maxi-
mal ratio of scales is about r(Sun-Pluto)/r(Deimos)� 109. Usually (in Inventor,



Performer and Avango) the geometric shapes in a virtual scene and position of
observer in it are described by single precision (4 bytes) real numbers. This pre-
cision is insu�cient to represent the objects with so di�erent scales, as a result,
trembling and other undesirable e�ects appear.

These problems were removed using the methods described below.

Non-linear geometrical model of the Solar System was constructed in the follow-
ing three steps:
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Fig.1. Non-linear geometrical model.

Initially (�g.1a) all planets have the physical sizes and located on their actual
orbits. The observer travels along straight lines and can penetrate inside the
planets. Then, using a convenient non-linear transformation, which maps the
interior of planets to a thin outer layer (�g.2):
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Fig.2. r1(r0) dependency.

we push out the observer from the interior. Instead of the collision, the trajectory
of observer smoothly rounds the planet and then returns to the initial straight-
line course. (This method simultaneously implements no-collision algorithm and
route planner.)

On the second stage (�g.1b), for all planets which are su�ciently close to the
observer, we apply a uniform scaling with a center at the position of observer
and coe�cient, given by a function (�g.3):

r2 = r1=s1; R
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Fig.3. s1(x) dependency.



After this transformation the minimal distance from the observer to the sur-
face of the planet is given by a formula lim

r1!R

(r2�R
0) = lim

r1!R

(r1�R)=s1 = d=2.

We took d = 3 � 104 km (approximately 5 Earth's radii).

The described e�ect results in the following. After the distance d, the further
approaching of the planet's surface is moderated, and simultaneously, its angular
size starts to increase without a bound. This displays the e�ect of approaching
a large celestial body.

Then all linear sizes in the system are multiplied by a global scaling factor
s2 = 5 � 10�8 : ~r2 = r2s2;

~R0 = R
0
s2 (so that the distance of closest approach to

the planet, in real units equal to d=2 = 1:5 � 104 km, in CyberStage corresponds
to 75 cm).

Finally (�g.1c), all planets, placed outside of a large sphere around the ob-
server's position, are put to this sphere using a scaling:

r3 = ~r2s3; R
00 = ~R0s3; s3 =

�
1; ~r2 � ~R0 < Rinf

Rinf=(~r2 � ~R0); ~r2 � ~R0 � Rinf

Rinf = 50 m.

Note: the described transformations are applied to each planet whenever the po-
sition of observer is changed. These transformation preserve actual angular sizes
of planets for any viewpoint. All calculations are performed in double precision
(8-byte real numbers), the resulting positions and sizes are presented in single
precision and then passed to the rendering pipeline.

Model for motion of observer. The velocity of observer should also vary in a
large diapason, to make the exploration of near-Earth space and distant planets
possible in one demo session. For this purpose we determine the velocity of
observer by its position relative to a closest planet:

v(r) = Const � r(1 + log r=R);

r is the distance to planet's center, R is planet's radius. This expression is esti-
mated for all planets and minimum is selected. This law of motion corresponds
to the time of travel t � log(1 + log r=R). Due to the double logarithmic depen-
dence, times of ight between any pair of planets inside the Solar System have
the same order of magnitude.

Images of planets { snapshots, made by NASA spacecrafts, were taken from the
world-wide accessible archive [6] (courtesy Calvin J. Hamilton), and imposed
onto the planetary spheres as textures, see �g.4. For the most of the planets
only one-side snapshot is available, and it was imposed to the both sides in
reectionally symmetrical way. Then each planet was oriented "by face" to the
Sun, and was enlightened by bright solar1 and small ambient lights. As a result,

1 Each planet was enlightened by own source of parallel light, directed from the Sun

in initial model, displayed on �g.1a. Further transformations inuence positions of

planets but not the direction of enlightening.



only one of two texture copies on the surface of the planet is brightly enlightened,
another one just smoothly continues the day side to the night side and then
becomes almost invisible.

Far-away planets are rendered using a modi�ed level-of-details mechanism,
so that a planet is represented as the textured sphere only if its angular size
exceeds a threshold � > �0 = 0:1�. Otherwise it is represented as a point2 with
a size in pixels, proportional to the angular size of the planet �, a de�nite colour
{ the average one for each planet, and intensity, dependent on the direction of
approach to the planet (�g.5) as I = (1 + cos �)=2.

Remark: the ring (�g.6) and the shadow of Saturn on it were displayed in the
following way. We prepared a thin transverse slice from the correspondent snap-
shot, and appended a shadowed copy to it. Then we imposed this image to the
ring, using the following mapping onto the texture plane: (x; y; z) ! (u; v) =
((r � rmin)=(rmax � rmin); �), where � was equal to 0:75 in the lightened area of
the ring, and 0:25 in the shadowed area.

Fig.4. Jupiter and Io.

2 Performer's pfLightPoint node.
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Fig.6. Preparation of a texture for Saturn's ring.

Fig.7. Orion and Taurus constellations.
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Fig.8. Navigation panel.

Stellar sphere. Stellar data are taken from Bright Star Catalogue in Astronom-
ical Data Center NASA [7]. Stars up to the visual magnitude 5:6 (i.e. visible by
naked eye in best observation conditions) were selected, resulting to 3200 items
in the list. Colours of stars were assigned by a "Blue-Violet" spectral param-
eter from the Catalogue and a comparative table of spectral classes (courtesy
to Dr. Vladimir Pariev, Stewards Observatory, USA). Visual intensities of stars
I � 10�0:4m for the range of magnitudes m = �1:46:::5:6 di�er in more than 600
times. The light points with so di�erent intensities cannot be displayed in the
CyberStage: if the brightest star (Sirius, m = �1:46) is displayed by a light spot
of maximum intensity, containing 10 pixels � 10 pixels, the stars with the mag-
nitude m > 5 will be invisible. By this reason we used more weak dependence:
I � 10�0:1m. For this dependence the brightest stars, de�ning the pictures of
constellations, are still clearly distinguishable on the background of others.

Map of constellations. Additionally, the following arti�cial elements can be dis-
played on the real sky: a plane containing the planetary orbits (ecliptic) and
a map of constellations in two forms: as simple scheme of star connections by
straight lines and as high resolution image of ancient celestial map [8]. Images
of constellations (�g.7) can be switched on/o� separately or all together.



Navigation is performed using 3D pointing device (stylus). Position and orienta-
tion of the stylus are permanently registered by electromagnetic detectors, and
its direction is marked in CyberStage by a long green ray. A click to the stylus'
button initiates or stops the motion, with 1 sec period of acceleration. If the
button is pressed and held, the rotation of stylus changes the orientation of the
observer, also with a small damping.

Additionally, 0.5 Mb textual database was created, containing the lists and
detailed descriptions for 30 objects in the Solar System, 88 constellations and
each of 3200 stars. This information is displayed in a special panel (�g.8), which
emulates HTML-browser and makes easy the exploration of the system. Selection
of an item from the lists of planets/constellations initiates the motion to the
planet or switches on/o� the constellation. Pointing by stylus to a sky object
leads to its selection and appearance of correspondent textual description on the
panel.

Remarks. Required precision of pointing to the objects was set to 0:5�. To speed
up the selection procedure, the stars were preliminary sorted by 100 squares on
the sky, and only the stars from the square of current stylus location were con-
sidered as candidates for selection. To avoid an occasional selection in arbitrary
motion of stylus' ray in the sky, the coincidence is accepted, only if the stylus
was held in a �xed direction during > 0:3 sec.

Sound accompaniment was composed Martin Gerke [9]. Two musical themes
were selected, representing the rest state and the fast motion. These themes
were mixed dependently on the velocity and were used to emphasize the state
of motion of observer.
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Fig.9. Avango tree.

Principal scheme of running application is shown on �g.9. Solid lines display
parent-child relations in the scene graph, dashed lines { �eld connections. There



are three main classes: SpaceNavigator, NavigationPanel and SoundMixer, de-
rived from fpDCS basis Avango class. SpaceNavigator object de�nes the position
of planets via the described non-linear transformations, switches the constella-
tions, supports interactive selection of objects in the scene, and transmits the in-
dex of selected object to NavigationPanel via Selection �eld. NavigationPanel
displays the information from the database, correspondent to the received index,
detects the choice of anchor areas on the panel, and informs SpaceNavigator
about the choice via Target �eld. SoundMixer mixes two sound tracks depen-
dently on the value of velocity, received from SpaceNavigator via velocity �eld.

Conclusion

An educational application / interactive practicum for teaching of basic astronomy in

virtual environment is developed. The application includes:

- 3D models of Solar System and brightest nearby stars created using standard

astronomical databases and world-wide accessible planetary snapshots taken from the

spacecrafts;

- non-linear geometrical model to represent di�erent scale objects in frames of one

virtual scene;

- model for motion of observer, overcoming analogous problem with large di�erence

of time scales;

- implementation of automatic route planner to avoid collisions with planets;

- tools for navigation and search of objects inside and outside the Solar System;

- lightening model, representing real lightening conditions in the Solar System;

- 0.5 Mb database, containing textual descriptions of all objects;

- interactive constellation map with pictures of constellations taken from ancient

stellar map;

- sound accompaniment, related with the state of motion of observer.

Using the application, 5 min demonstration video-�lm is recorded [10].

Further plans:

- implementation of astronomical calendar, de�ning the position all planets for the

given time moment;

- demonstration of solar and lunar eclipses;

- modeling of local relief for simulation of landing on a planet;

- modeling of atmospheres and solar corona;

- inclusion of additional visible objects inside the Solar System (asteroid belt,

comets) and outside it (nebulae, Milky Way);

- simulation of interstellar ights, demonstration of deep sky objects and other

interesting systems as galaxies, pulsars, quasars and black holes.

Related works. The following projects, using virtual environments for visualization of

astronomical objects, are presented in Internet:

{ Trimension Technologies Group, creating immersive virtual environment systems

for usage in real planetarium: http://www.trimension-inc.com/index2.html

{ Charles Robertson's Virtual Planetarium, using head mounted displays:

http://www.engr.mun.ca/~charlesr/virplanetarium/VPbody.html



Web's virtual planetariums:

{ http://www.geocities.com/SiliconValley/Park/8900/csphere.html

{ http://www.astro.uni-bonn.de/~uzlender/

{ http://space.jpl.nasa.gov/history.html

{ http://csm.jmu.edu/orbit/

Our contribution to this �eld { the development of methods for realistic represen-

tation of astronomical objects in immersive virtual environments { is described in this

paper:

{ http://viswiz.gmd.de/~nikitin/stars/starsCB.html
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Appendix: Scholar Excursion

This article was processed using the LATEX macro package with LLNCS style


