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Abstract

Modeling complex geometrical shapes, like city scenes or terrains with dense vegetation, is a time-consuming task that cannot be automated trivially. The problem of creating and editing many similar, but not identical models requires specialized methods that understand what makes these objects similar in order to either create new variations of these models from scratch or to propagate edit operations from one object to all similar objects. In this thesis, we present new methods to significantly reduce the effort required to model complex scenes.

For 2D scenes containing deformable objects, such as fish or snakes, we present a method to find partial matches between deformed shapes that can be used to transfer localized properties such as texture between matching shapes. Shapes are considered similar if they are related by point-wise correspondences and if neighboring points have correspondences with similar transformation parameters. Unlike previous work, this approach allows us to successfully establish matches between strongly deformed objects, even in the presence of occlusions and sparse or unevenly distributed sets of matching features.

For scenes consisting of 2D shape arrangements, such as floor plans, we propose methods to find similar locations in the arrangements, even though the arrangements themselves are dissimilar. Edit operations, such as object placements, can be propagated between similar locations. Our approach is based on simple geometric relationships between the location and the shape arrangement, such as the distance of the location to a shape boundary or the direction to the closest shape corner. Two locations are similar if they have many similar relations to their surrounding shape arrangement. To the best of our knowledge, there is no method that explicitly attempts to find similar locations in dissimilar shape arrangements. We demonstrate populating large scenes such as floor plans with hundreds of objects like pieces of furniture, using relatively few edit operations.

Additionally, we show that providing several examples of an edit operation helps narrowing down the supposed modeling intention of the user and improves the quality of the edit propagation. A probabilistic model is learned from the examples and used to suggest similar edit operations. Also, extensions are shown that allow application of this method in 3D scenes. Compared to previous approaches that use entire scenes as examples, our method provides more user control and has no need for large databases of example scenes or domain-specific knowledge. We demonstrate generating 3D interior decoration and complex city scenes, including buildings with detailed facades, using only few edit operations.
Das Modellieren komplexer geometrischer Formen, wie Stadtszenen oder dichter Vegetation, ist eine zeitintensive Aufgabe, dessen Automatisierung nicht trivial ist. Das Problem viele ähnliche, aber nicht idente Modelle zu erstellen und bearbeiten, erfordert spezialisierte Methoden die verstehen welche Merkmale die Modelle ähnlich machen um entweder neue Variationen der Modelle zu erzeugen oder Bearbeitungoperationen von einem Modell auf alle ähnlichen Modelle zu übertragen. In dieser Dissertation präsentieren wir Methoden um den Modellierungsaufwand komplexer Szenen signifikant zu reduzieren.

Für 2D Szenen die deformierbare Objekte, wie Fische oder Schlangen enthalten, präsentieren wir eine Methode um partielle Ähnlichkeiten der deformierten Objekte zu finden, die benutzt werden können um lokale Eigenschaften, wie zum Beispiel Texturen, zwischen ähnlichen Objekten zu übertragen. Objekte werden als ähnlich bezeichnet, wenn es zwischen ihnen punktweise Übereinstimmungen gibt und benachbarte Punkte Übereinstimmungen mit ähnlichen Transformationsparametern haben. Anders als bei vorherigen Methoden erlaubt uns diese Herangehensweise Übereinstimmungen zwischen stark deformierten Objekten zu finden, auch wenn diese partiell verdeckt oder durch wenig dichte oder ungleichmäßig verteilte geometrische Merkmale verbunden sind.


Zusätzlich zeigen wir, dass die Angabe mehrerer Beispieloperationen hilft die Modellierungsabsicht des Benutzers zu konkretisieren und damit die Qualität der Propagierung von Operationen zu erhöhen. Die Beispieloperationen werden in einem probabilistisches Modell gelernt und dieses Modell wird benutzt um Vorschläge für ähnliche Operationen zu generieren. Zudem werden Erweiterungen der Methode vorgestellt, die eine Anwendung auf dreidimensionalen Szenen ermöglichen. Verglichen mit früheren Ansätzen, die ganze Szenen als Beispiele benutzen, erlaubt
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The use of virtual two- and three-dimensional models is becoming more commonplace in the daily experience of most people. The cities and terrain in Google Earth, the vast worlds in Minecraft, the sprawling vegetation in the movie Avatar and the rise of augmented reality all contribute to the popularity and demand for large and detailed virtual models. Advances in rendering techniques and graphics hardware allow displaying complex models, but creation of these models is still a predominantly manual process: specialized 3D modeling programs give full control to expert users, but provide little automation. As the models continually increase in complexity, pure manual modeling becomes less feasible, and new solutions to automate repetitive but non-trivial tasks are required. When creating a large city, for example, manually modeling every house, every window and every door handle is not feasible. On the other hand, populating a city with cloned houses (i.e. exact replica) leads to extremely repetitive and unrealistic models. Methods are needed that obtain a high-level specification from the user and use this specification to facilitate the creation of complex and varied models.

Research efforts to facilitate modeling can be roughly categorized into three main directions. The first approach to obtain and represent the high-level specification of a model is called procedural modeling [89, 79, 95, 62, 93, 61, 80, 87]. In this approach the specification is encoded in a manually defined rule base or procedure. New models can be created from the specification by just providing a few parameters. However, the rule set or procedure that encodes a given specification may be non-trivial to find and might get extremely complicated and extensive for more complex models.

A second approach is called analyze-and-edit [36, 106, 12]. Here, the specification is encoded in a set of constraints that enforce the specification on all models; for example, constraints on structural relationships or on animations of model parts. A modeling application implementing this approach usually contains a manually defined library of domain-specific constraints. An analysis of a model determines where these constraints are applicable, and in subsequent modeling operations, the applied constraints are enforced by the application. Using this approach, the modeling process is more efficient because the constraints eliminate unwanted degrees of freedom. However, the constraints only depend on the model, not the user. They cannot learn and automate
operations done by the user, which makes them less usable for creating large and complex models such as city scenes.

*Modeling by example* [101, 28, 100] is a different approach that aims at learning the specification from a set of examples provided by the user. The learned specification may be encoded in different forms, for example as a rule base or as a statistical model, which can then be applied to modify or create new models. When using this approach, it is necessary to identify which parts of the examples are similar and which parts are different, as well as which parts of a new model are similar to the examples. For example, when learning the specification for a chair from multiple different example chairs, it is necessary to find corresponding parts in the examples, e.g., the back rests and the legs, and then determine which new back rests or legs are similar to these examples. Most current methods only work for relatively specific application domains, which are mainly defined by the choice of similarity. A large variety of similarity definitions exist [63, 7, 84, 92, 25, 81, 103, 16, 8, 73, 67, 66, 5, 58, 102, 18, 43], but even those do not cover all similarities that can be found by a human observer and that may be relevant for the modeling process. A main problem in modeling by example is finding a similarity definition that is general enough and works well for a given domain.

*Edit-propagation* methods [102, 43, 9] can be viewed as a specialization of modeling by example. Instead of giving examples for the desired result, examples for single edit operations are provided, and the learned specifications only describe single operations. Models are constructed by propagating several edit operations. Note that this approach does not require more work from the user than approaches that use complete models as example; the amount of edit operations required to construct the example models is the same. There are several advantages when using this approach. First, having access to every step of the modeling session provides information that can be used to improve the result. Second, there is immediate feedback after each edit operation, giving more direct control to the user. On the downside, the order of edit operations generally matters, requiring somewhat more expertise from the users. Edit propagation is often mentioned in literature as an application for dense mappings between shapes. While dense mappings can always be used to propagate edit operations, they are not a necessary requirement. Methods can be devised that do not explicitly establish a dense mapping. As in all modeling-by-example approaches, similarity plays a central role in edit-propagation methods. Propagated edits are applied to places that are similar to those of the original edits. In our work, we present new methods for edit propagation employing novel definitions of similarity that open up new and more general domains of application.

### 1.1 Geometric Analogies

When searching for similarities in a scene, people generally consider the *relations* between the scene objects as much as the properties of the objects themselves. A table and stack of plates alone do not make a dinner table, the arrangement of objects is important as well. The same principle applies to object parts. In a human face for example, the anatomical parts are expected to have certain geometric relations, that is, a certain *arrangement*. The arrangement of the parts is characteristic for the face as much as the properties of the parts themselves. Consider Figure 1.1a, where we show a portrait made out of vegetables by Italian painter Giuseppe Arcimboldo.
Figure 1.1: When searching for similarities in objects, the relations between individual parts is as important as the properties of the parts themselves. In the painting *Vertumnus* by Giuseppe Arcimboldo (a), only the arrangement of the vegetables suggests a face, the vegetables themselves only loosely resemble actual face parts. Rearranged parts of an actual face (b and c) are harder to recognize.

Each vegetable by itself does not suggest a face. Only through the arrangement of the vegetables is the face clearly recognizable. On the other hand, a rearrangement of actual face parts as shown in 1.1c is harder to recognize as a face.

It is therefore important to have methods that can recognize similar arrangements. This type of comparison between object relations, as opposed to object properties, is an analogy. As put by the philosopher Michel Foucault [33]:

“...the similitudes of which [an analogy] treats are not the visible, substantial ones between things themselves; they need only be the more subtle resemblances of relations.”

In all the similarity definitions proposed in this thesis, we focus on finding geometric analogies rather than similarities of object properties.

1.2 Challenges

The difficulty in finding analogies between arrangements can be understood when asking why two given arrangements are analogous. There will usually be reasons for and against an analogy and these reasons will most likely vary widely for different cases. Additionally, finding all analogies in complex scenes is a difficult task, even for a human observer. There are two main reasons why finding analogies is difficult:

**Analogy Definition** The concept of geometric analogies is a very broad one. A large range of similarity measures can be defined on object relations, resulting in a variety of geometric analogies. In any given modeling domain, there is usually some kind of expectation from the users
CHAPTER 1. INTRODUCTION

Figure 1.2: Propagating a texture between deformed fishes using our method. Given the set of contour segments (black) and a query region (green) shown on the left, our method finds similar regions (red) and establishes a dense mapping between the regions, allowing us to transfer textures, as shown in the center. In a second step, the seaweed texture is transferred as well and a background is added manually, giving the textured scene shown on the right.

as to which arrangements are more analogous than others. The difficulty then lies in formalizing this expectation, that is, finding a similarity measure that results in intuitive and useful analogies for the given domain.

Analogy Search In addition to giving intuitive and useful results, the evaluation of the similarity measure has to be efficient. Since the number of pairwise comparisons between relations is quartic in the number of elements in the arrangements, brute-force methods are usually not feasible. Methods need to be carefully designed to compare only the most relevant relations.

1.3 Dissertation Thesis

In this work we argue that meaningful similarities between shapes or shape arrangements in a scene can be found by comparing the geometric relations between the parts of each shape or between the individual elements of each arrangement and that these analogies enable new modeling operations that cannot be achieved with current methods. Specifically, we show that analogies between shape part arrangements can be defined that describe similarities between deformable objects, as well as analogies that describe similarities between shape arrangements that need not be related by any kind of smooth transformation, enabling edit propagation for deformable shapes and shape arrangements.

1.4 Contributions

We present two new types of geometric analogies, which we analyzed and tested thoroughly and which have interesting applications in the field of edit propagation, where propagated edits are geometrically analogous to an example edit. Additionally, we show that using multiple example edits improves the quality of propagated edits.

Geometric Analogies for Deformable 2D Shapes First, in Chapter 3, we present a method that addresses the problem of non-rigid, partial shape matching in vector graphics, based on
analogies between shape parts. In this work, non-rigid matches are types of similarities frequently found in ‘soft’ deformable objects such as animals and plants, which can bend and deform and which always slightly deviate from perfect copies of one another. Given a user-specified query region in a 2D shape, similar regions are found, even if they are non-linearly distorted. Furthermore, a non-linear mapping is established between the query regions and these matches, which allows the automatic propagation of edit operations such as texturing. We propose a new definition of similarity based on the differential deviation from rigidity of matched shape regions. This type of similarity includes shapes that are intuitively similar but cannot be found by previous methods. In Figure 1.2 we show the results of transferring the texture of the fish encircled in green to the fishes encircled in red. The green region is given by the user, the red regions and the mapping between green and red regions is found by our method. Results of this work have been published in:


**Single-Example Geometric Analogies for Shape Arrangements** In Chapter 4, we propose a method to propagate edit operations in scenes consisting of polygons, based on finding geometric analogies between positions in polygon arrangements. In contrast to the previous method, the polygon arrangements need not be related by a smooth transformation. For example, the method allows populating large two-dimensional floor plans using relatively few furniture placement operations that are propagated to all rooms of the floor plan, even if the rooms have different shapes and different existing furniture arrangements, as shown in Figure 1.3. The basis of our approach are the geometric relations between a pose, for example the position and orientation of a piece of furniture, and a polygon arrangement, which may for example represent the shapes of rooms and furniture in a floor plan. Given a pose and the arrangement, our method finds poses
with similar relations in other polygon arrangements, even if the arrangements themselves are dissimilar, that is, are not related by any kind of smooth transformation. Geometric relations between pose and polygon arrangement are represented as a combination of multiple elementary relations, like the distance to a polygon boundary, or the direction to a polygon corner. Two poses are considered similar if they have many common elementary relations to their local polygon arrangements. To our knowledge, no previous method explicitly attempts to find similar poses in dissimilar polygon arrangements. Results have been published in:

- Paul Guerrero, Stefan Jeschke, Michael Wimmer, Peter Wonka. Edit Propagation using Geometric Relationship Functions. ACM Trans. Graph. 33, 2, Article 15, 2014

Multi-Example Geometric Analogies for Shape Arrangements In some cases, providing a single example operation is not enough to uniquely determine the intention of the user. For example, if the user places a chair between a wall and a desk, it is not clear if the relation to the wall or the desk is more important. To disambiguate the user intent and get better results, we propose a method to learn the importance of each elementary relation from multiple example poses provided by the user. This allows us to handle poses with complex relations more reliably. Additional interesting applications become possible when using axis-aligned rectangles as a base for the operations instead of poses. Since we are working with analogies, and only the relations between rectangles and polygon arrangements are compared for similarity, not properties of the rectangles, the rectangles themselves are allowed to change width and height to a configuration that fits best into the surrounding polygon arrangement. In an extension of the pose-based method, we show that using rectangles allows the propagation of more varied objects, which adapt their dimensions to the surrounding geometry such as windows, flower boxes and doors on facades. Finally, extensions are introduced that enable editing and propagation of shapes in 3D scenes. These extensions allow us to generate complex three-dimensional scenes such as large and varied city areas or large and detailed skyscrapers with thousands of objects using relatively little user interaction. This method is described in Chapter 5 and will be published in:

- Paul Guerrero, Stefan Jeschke, Michael Wimmer, Peter Wonka. Shape Placement by Example using Geometric Relationship Functions. To be submitted.
In our work, we present novel geometric analogies that enable edit propagation in new modeling domains. This touches two main research fields: shape similarities and shape modeling. At first glance, the two fields may not seem related and traditionally there has been little connection between them. However, the high-level representations employed by many recent shape modeling approaches rely heavily on shape similarities. When examining the relation between shape similarities and shape modeling more closely, this does not come as a surprise: to create intuitive modeling tools, high-level shape representation must be used that capture the way people understand and reason about shapes. Since similarities are an integral part of human shape understanding, they are a necessary component of high-level shape representations. Large bodies of work exist in both fields and in this chapter, we provide an overview of methods related to our work.

2.1 Shape Similarities

Geometric analogies are special kinds of shape similarities that are based on relations between shapes or shape parts rather than properties of the shapes themselves. In the following overview, we concentrate mostly on non-rigid similarity measures, since the similarity measures presented in this thesis are non-rigid as well. Here, we understand non-rigid in the loose sense that is often used in literature: similarities between shapes related by complex transformations having potentially many degrees of freedom and where the exact number of degrees may depend on the input data. For a more complete overview of shape similarities, we recommend the surveys of Kaick et al. [94] and Mitra et al. [74]. The input domain of the methods presented in this section include raster images, 2D and 3D shapes, contour segments and structured point clouds. Since all of these inputs are assumed to represent shapes, we will subsume them under the term shape.
Point Descriptors

Point descriptors describe the properties of a point in a shape, usually with a vector of values. The similarity between points can then be defined as some distance measure between the vectors. The size of the neighborhood around the point that is considered to compute the properties varies between descriptors. Some descriptors consider the whole shape, some only describe infinitesimal properties of the point. Point descriptors are mainly used to establish point correspondences between shapes, that is to match points on the shapes that have similar point descriptors. These correspondences are often the first step to establish a consistent mapping between shapes or shape regions.

A well-known point descriptor for 2D shapes is called shape context [7]. This descriptor characterizes the boundary of a shape around a given point using a radial histogram over angle and distance from the point, as shown in Figure 2.1a. The boundary is discretized as a point set and the radial histogram captures the distribution of the point set around the central point. Vectors of histogram bin values can be compared using the $\chi^2$ test statistic. Shape contexts are not intrinsically invariant to rotation or scaling of the shape, but the authors provide simple methods to make the descriptors scale and rotation invariant.

SIFT descriptors [63] apply a similar concept to images. Since there are no explicit boundaries in images, a histogram of gradients around the given point is used instead of the boundary histogram. The resulting histogram is three dimensional: it discretises the 2D position and gradient orientation of pixels relative to the central point (see Figure 2.1b). Similar to shape contexts, this descriptor is not intrinsically invariant to scale and rotation, but the authors suggest using a pyramid of Gaussians to achieve scale invariance and statistics over the gradient orientations for rotation invariance.

Both shape contexts and SIFT descriptors describe local properties of a point. The heat kernel signature [92, 40] on the other hand, is a global point descriptor. It computes a function called signature for a given point on a three-dimensional shape that depends on the geometry of the entire shape and the position of the point on the shape. The signature is based on the concept of heat diffusion over a surface, which depends on the shape of the surface. At a given point, it is defined as evolution of temperature over time when starting with unit heat at the point and zero heat.
Isometry-Based Similarities for 3D Shapes

A popular and useful class of similarity measures for non-rigid three-dimensional shapes are based on isometries. By considering the observation that geodesic distances on the surface of non-rigid objects such as humans or animals are generally invariant, similarity is defined as the preservation of geodesic distances between point pairs on a surface. Several methods have been proposed that use this approach to similarity and in the following we will discuss the most relevant examples.

Isometries for non-rigid shape matching were made popular by the work of Elad and Kimmel [24, 25], where 3D shapes are transformed to an isometric representation called bending invariant surface or isometric signature, where the euclidean distances approximate the geodesic distances of the original shape as closely as possible. See Figure 2.2a for a few examples of signature shapes. These signatures can then be compared instead of the original shapes using traditional rigid-matching techniques. The signatures are found using Multidimensional Scaling [55].

Mémoli and Sapiro [75] formalize this approach applied to point clouds using the Gromov-Hausdorff distance [41], which is defined as the smallest Hausdorff distance over all isometric
embeddings of two metric spaces. In this case the metric spaces are two point clouds originating from densely sampled surfaces with a metric approximating the geodesic distance on the surfaces.

Bronstein et al. [15] improve the original approach of Elad and Kimmel using a generalization of Multidimensional Scaling that also allows partial surface matching, but is less efficient than the original, since geodesic distances have to be computed between pairs of surface points.

Lipman and Funkhouser [59] note that isometric mappings between surfaces of genus zero can be broken down into a composition of two conformal- and one Möbius mapping, which only has six degrees of freedom in total. This allows to fully specify an isometric mapping using only three point correspondences. More specifically, the authors show that isometric mappings between two shapes, A and B, are equivalent to the composition of a conformal mapping of A to the unit sphere, followed by a Möbius transformation from the unit sphere to itself and a conformal mapping of the unit sphere to B (see Figure 2.2b). This composition can be uniquely defined with three point correspondences, making the space of all possible isometries low-dimensional enough to find a good solution using simple random sampling. For each isometry, a deformation error is computed measuring the quality of the mapping.

While isometry-based similarities provide excellent results for a large range of non-rigid objects, there are also many types of similar non-rigid objects that are not related by isometries. Generally, isometries are not usable if the surface of an object can stretch and contract by a significant amount relative to the size of the object. For example, the bending motions of a fish as it swims through the water contract and expand the skin of the fish, precluding the use of isometries. Additionally, isometries are not usable on sets of disconnected objects, since they can only be computed between points that are connected by a surface.

Transformation-Based Similarities

A different class of methods base their similarity on the parameters of the transformations that relate small parts or points on two shapes. Similar shape regions then consist of parts or points that have similar transformations. For example, if the heads of two persons are related by a rigid transformation, all the correctly matched parts on the two heads share the same transformation. This approach can be used for some types of non-rigid similarities as well. Take for example the different poses of a fish as it swims through the water. These poses are related by a non-rigid transformation: not all parts of the fish, such as the head or the fins, are transformed in the same way. But locally, for neighboring parts of the fish, the transformations are similar.

3D Shapes

Gal et al. [35] first compute a set of local shape descriptors for each shape and then identify groups of shape descriptors that form salient shape regions, usually regions that contain interesting geometry, such as strong curvature, local minima and maxima of curvature and large curvature variance. When comparing two salient regions, the largest set of shape descriptor correspondences that agree on their transformation define the partial match and the corresponding rigid transformation between the two salient regions.

In a similar approach, Mitra et al. [73], compute partial similarities between two shapes by identifying sets of matching point descriptors with similar affine transformation parameters. The surfaces of both shapes are first covered with a set of sample points, which are then paired based
2.1. SHAPE SIMILARITIES

Figure 2.3: The symmetry detection method of Mitra et al. [73]. All pairs of shape sample points (left) vote for the transformation that aligns the pair in the space of transformation parameters (center). The dominant modes of the vote density correspond to dominant symmetries (right). The method also works on 3D shapes. (Illustrations adapted from Mitra et al. [73])

on similar principal curvature magnitudes. Each pair votes for the transformation relating the two point descriptors. The modes of the resulting distribution correspond to sets of matched point descriptors having the same affine transformation and define partial similarities of the two shape. See Figure 2.3 for an illustration of the individual steps.

In subsequent work, Mitra et al. [72] modify a given shape to maximize the self-similarity under affine transformations, while staying as close to the original as possible. Similar to their previous method, matched shape descriptors vote for the transformation between them. Different to previous work, their shapes start out not having affine self-similarities, which means that the votes do not form compact clusters in the space of transformations. The shapes are then optimized so that the votes of descriptor pairs form clusters that are as compact as possible, resulting in shapes that are as self-similar as possible under affine transformations.

**Raster Images** Ferrari et al. [26] employ a transformation voting scheme in the context of a raster-image object detection framework. They first extract a model of the desired object shape from a few lightly annotated example images. Then they find matching shapes in new images by letting matched parts of the shape model vote for the translation and scale needed to align the matches. The resulting maxima correspond to rigid transformations of the shape model that align as many of the matched shape parts as possible. To handle non-rigid transformations, the authors use the rigid transformations as initializations for the TPS-RPM method [20] (discussed in the next section) that can align two non-rigidly transformed point sets given good initial alignments. The examples shapes given by the user as well as the matched shapes all have to be related by approximately rigid transformations (plus uniform scaling). Strong deviations from rigidity, such as bent objects, can not be handled.

Similar to Ferrari et al., Lu et al. [64] use transformation voting in a object detection framework for raster images. Here, the shape model is defined manually and a a sequential Monte-Carlo method is used to find matching shapes in new images. Shape parts of the model are matched sequentially to contours in the new image and a new match is only added to the sequence if it fits
the transformation agreed upon by the model parts that have already been matched. As in Ferrari et al., only approximately rigid shapes can be matched.

The well-known Patch-Match method [4, 5] is used to find similar regions in raster images. Low-level matches of small image patches are established using photometric, rather than geometric information. The best matches are used as seeds to grow larger image regions consisting of matched patches with similar transformations as the seed match. Since all patches in matched image regions have to share the same transformation, regions related by a non-rigid deformation can not be found.

**Deformation-Based Similarities**

Several methods use the deformation energy needed to align two shapes as a measure of similarity. The energy can be defined in several ways, but is usually based on the intuition that physically aligning similar objects requires less deformation than aligning dissimilar objects. The isometry-based and transformation-based similarities discussed in the last sections can be understood as special cases of deformation-based similarities. For isometries, the deformation energy is defined as the amount of surface expansion or contraction needed to align two shapes. For transformation-based similarities the deformation energy is based on the change of the transformation that aligns local parts of the two shapes.

**3D Shapes**

Zhang et al. [103] define an energy function based on mean-value encoding [52] for aligning matched points of two shapes. Shapes are sampled with a very sparse set of points, typically 8-12 points for a shape of medium complexity, such as an animal or a human. The point correspondence with minimum deformation energy is found using a search tree in the exponential space of point correspondences and for each candidate correspondence a deformation has to be computed that aligns the corresponding points. This step is relatively expensive, limiting the number of sample points. Since the set of points is sparse, only the coarse structure of two shapes can be matched using this method, a dense correspondence can not be established. Therefore it is best used on shapes that have the same global structure (e.g. same number of extremities), but are dissimilar otherwise.

Chang et al. [16] match two articulated shapes by first partitioning them into a small sets of subregions that are related by rigid transformations, such as the upper and lower arms, upper and lower legs, heads and torsos of two humans. Typically there are multiple candidate matches for each rigid subregion, for example one arm of the first person might match either arm of the second person. To get a consistent matching between the subregions, an energy term is introduced that penalizes the change in edge lengths between neighboring vertices on the shape. This method can only be used on articulated shapes that consist of rigid subparts. It cannot be used on shapes related by a smooth non-rigid transformation, such as bending.

**2D Point Sets**

One line of research [20, 104, 66] aims at finding the transformation that optimally aligns two given sets of 2D points by simultaneously solving for optimal point correspondence and minimum deformation energy. The point sets are usually sampled from some
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Figure 2.4: Deformed point sets (top row) aligned with the method of Ma et al. [66] (bottom row). Point set deformations are modeled as lying in a specific reproducing kernel Hilbert space and the parameters of this deformation are found using a robust $L_2$ estimator. The resulting method can match strongly deformed point sets with noise and missing data, but can only reliably handle a single matching subset of points. (Illustrations adapted from Ma et al. [66])

kinds of shapes and the total deformation energy of the optimal alignment can be understood as the similarity of the two shapes.

Chui and Rangarajan [20] use a thin-plate spline model for the deformation energy and a soft-assign [83] method for point correspondences. Deterministic annealing is used to alternately optimize correspondence and transformation of the point set. The point correspondence is relaxed to be fuzzy using the soft-assign method, allowing for efficient optimization, and the fuzziness is gradually decreased as the annealing temperature is reduced until final convergence.

In later work, Zheng and Doermann [104] use a deformation energy that penalizes changes in the neighborhood structure of the point clouds. More specifically, deformation energy only needs to be applied for points that were in the neighborhood of a point in the original point set but are no longer in the neighborhood of the same point in the deformed point set. To define a neighborhood, the authors start with a fully connected point set and remove the longest edges until the average number of neighbors in the point set is a constant (5 in their examples). Relaxation labeling [85] is employed to update the correspondences between the point sets in an iterative process that minimizes the deformation energy.

More recently, Ma et al. [66] model the deformation as a function that is restricted to lie in a specific reproducing kernel Hilbert space. They provide an $L_2$ estimator for the deformation that is robust to outliers. Point correspondences are found using the Hungarian method [56] with correspondence weights based on comparing shape contexts [7] centered at each point. To find the optimal alignment between two point sets, they alternate between optimizing the deformation and the point correspondence. Results of the method are shown in Figure 2.4.

The three methods to align point sets discussed above [20, 104, 66] do not require connectivity information, which is often an advantage if the full geometry is not available. They work well when aligning two sets of points representing deformed versions of the same shape, even if the point sets contain noise or if some parts of the shapes are missing. However, they do not work well if the shapes are not the dominant element of the scene, i.e. if there are several other shapes in the point sets. In this case there might not be a single best match for each part of the point set and to achieve convergence to the desired alignment, the methods need a good initialization that
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Figure 2.5: The method of Yücer et al. [102] for propagating edit operations between photographs taken from different viewpoints. A region of interest in an image is segmented into a set of soft overlapping segments, defined by custom weight functions. User edits are then transferred to similar regions in different images by assigning an affine transformation to each image segment that matches it to the corresponding segment in the new image. A weighted combination of these affine transformations is used to transfer each pixel of the user edits. (Illustrations adapted from Yücer et al. [102], photograph courtesy of Jason Jenkins.)

is already close to the desired solution. Otherwise the methods are prone to get stuck in a local minimum where different parts of a single shape in one point set are aligned to several different shapes in the other point set.

Raster Images Leordeanu et al. [58] present a method with low computational complexity to find similar regions in raster images for any given similarity metric. Point assignments are assumed to be given in the images and large clusters of consistent point assignments are found using a spectral method on the graph consisting of point assignments as nodes and the similarity between point assignments as edge weights. The principal eigenvector of the weighted adjacency matrix is used to find sets of point assignments with high pairwise similarity, corresponding to similar image regions. The authors demonstrate the method using similarities based on thin-plate spline deformation energy and a similarity measure based on the preservation of pair-wise point distances.

Srinivasan and Shi [91] use deformation-based shape matching in a raster image object detection pipeline. Shapes are represented as sets of noisy and possibly incomplete image contours. After learning a model shape from multiple lightly annotated examples, similar shapes are found in new images based on the similarity of their contours to the model contours and penalized based on the deviation of their contour arrangements from a simple translation of the model contours. Penalization is weighted separately for each model contour with weights learned from the variations in the training images, allowing for slight non-rigidity of the matched shapes.

More recently, Ma and Latecki [67] proposed another method using deformation-based similarity for object detection in raster images. The similarity is based on how well the distance and angle between pairs of points on the model contours are preserved in the matched shape. As in the method of Srinivasan and Shi, this allows for only slight non-rigidity in the matched shapes.
As part of a framework to transfer edit operations between photographs of objects from different viewpoints and in various lighting conditions, Yücer et al. [102] define similar image regions as regions that are related by linear combinations of affine transformations, where the influence of each affine transformation is modeled with novel content-aware bounded biharmonic weight functions [45] (see Figure 2.5). The weight functions are made content-aware by embedding them in the higher-dimensional space of image position and color, so that they decay more strongly at image contours. This results in interesting transformations that are more rigid in smooth image regions than at contours. The parameters for the individual affine transformations that optimally align two image regions are found using the Lucas-Kanade framework [65, 3] with an initialization based on SIFT point descriptors [63]. However, only a single similar region can be found per image.

The projection error is a well-known measure of the difference between two mappings or transformations, based on the distance between points transformed with one or the other mapping. It is used in literature to measure deformation energy as the projection error between the transformations of neighboring point correspondences. The most relevant methods using the projection error include a framework for automatic image enhancement such as color or lighting correction using as template a correctly colored and lit image containing similar objects [43] and a method for region matching given local point correspondences [19].

The first method [43] establishes point correspondences between the pixels of two images using the Patch-Match method [5] described earlier. Nearby correspondences are then aggregated to consistent regions that have low projection error. However, the Patch-Match method only finds a single best match for each pixel, causing problems when there are multiple repeated regions in an image, such as repeating patterns or several similar objects.

The second method [19] uses SIFT features [63] to establish point correspondences between image features. A distance based on the projection error is defined between correspondences and used to find clusters of correspondences with low projection error between neighbors using hierarchical linkage clustering. However, since the projection error increases or decreases with the density of feature correspondences in an image, this method is less suited for images with strongly varying feature density.

Other Similarity Types

Several other interesting non-rigid similarity types have been presented that do not fit into any of the categories given above. Berner et al. [8] automatically infer a similarity type from a given set of example shapes that have a common connectivity structure of salient features such as corners or edges. They identify a low-dimensional subspace that contains all the example shapes in the full space of all shapes having the given connectivity structure. The subspace is represented as a linear combination of basis shapes, which are found using Principal Component Analysis on the example shapes. Similarity can then be defined as the distance of a shape to this subspace. The main advantage of this method is that the main modes of variation of the non-rigid shape similarity can be found automatically given a scene containing elements with a similar connectivity structure of salient features. However, it does not work on shapes that do not have a similar connectivity structure or the salient features and their connectivity is not clear.
Figure 2.6: Correspondence between cat models in different poses represented by the method of Ovsjanikov et al. [77]. Correspondences are modeled as a linear transformation on the coefficients of Laplace-Beltrami basis functions defined on the surface of the shapes, shown as matrices in the bottom row. A nearly isometric correspondence is represented as a nearly diagonal matrix (b and c). Non-isometric correspondences are represented by non-diagonal matrices (d). (Illustrations adapted from Ovsjanikov et al. [77].)

Additionally, quite a few examples are needed to properly span the subspace, but may not always be available.

As part of a larger framework of interactive repetition finding, completion and manipulation in raster images, Cheng et al. [18] propose a similarity based on the agreement of contour positions and orientations between a template region coarsely marked by the user and the remaining image. Matches for the template are found in a brute-force approach by moving the template to each image pixel and computing the contour agreement. Additionally, a small set of rotations and scalings of the template is tested at each pixel. As a result, only small rotation and scale differences can be found efficiently. Slightly non-rigid deformations can be handled by dilating the contours in the image.

Ovsjanikov et al. [77] propose to establish a correspondence between functions rather than points on the two shapes. They call this type of mapping functional maps and it has a number of advantages over point-wise mapping. Functions on both shapes are represented in a multi-scale functional basis such as the Laplace-Beltrami eigenfunctions. A correspondence between the shapes is established with a matrix that transforms basis coefficients of one shape into coefficients on the other shape. An example is shown in Figure 2.6. This coefficient transformation maps the function on one shape to the corresponding function on the second shape and does not depend on the choice of function. Due to the matrix formulation, it is possible to use linear operations on the mapping that can not be used on a point-wise mapping. To define concrete mappings between two shapes, various constraints on the correspondence matrix can be defined and mixed, such as point correspondences or functional preservation, where custom functions are preserved by the mapping. Note that properties of the shape such as curvature can be encoded as function preservation constraints by creating a function that has as value the desired property, ensuring for example that curvature is preserved by the mapping.
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Pokrass et al. [81] use functional maps with pairs of corresponding salient regions on both shapes as constraints. Neither the point correspondence inside the regions, nor the correspondence between the salient regions is known in advance. The authors provide a method to solve for both correspondences simultaneously using permuted sparse coding. However, the method relies on nearly identical Laplace-Beltrami basis functions on both shapes, which is only the case for shapes that are nearly isometric.

**Generalized Coordinate Systems**

While coordinate systems are not explicitly designed to find shape similarities, they can be used to identify similar points in two shapes by defining the similarity as some distance in the coordinate space. Several coordinate systems for points inside polygons or polyhedra have been presented. These polygons or polyhedra are usually employed as a control cage to deform a shape defined inside the polygon/polyhedron. The coordinates thereby establish a dense correspondence between points inside the original and deformed polygons/polyhedra, given a sparse correspondence between their vertices.

Mean-value coordinates [31, 32, 48, 44, 57], are a generalization of barycentric coordinates to arbitrary planar polygons or polyhedra that retain a number of desirable properties such as partition of unity, smoothness and invariance to similarity transformations. Similar to barycentric coordinates, mean-value coordinates can be computed with a simple closed-form expression.

Harmonic coordinates [47] are an alternative to mean-value coordinates that is better suited for character articulation. Similar to mean-value coordinates, harmonic coordinates also have as dimension the number of polygon or polyhedron vertices. Their main advantage that allows for more intuitive character animation is that they are always positive and are based on the distance of a point to a vertex within the polygon or polyhedron, as opposed to the straight-line distance. They are computed as solutions to Laplace’s equations inside the polygon or polyhedron and as a consequence, they do generally not have a closed-form solution and must be approximated using a numerical solver, as opposed to the simple closed-form expression of mean-value coordinates.

Green coordinates [60] relax the adherence of the shape to the control cage in favor of a conformal or quasi-conformal (i.e. more shape-preserving) mapping between the original and deformed shapes. Unlike the previously described coordinates, the dimensionality of green coordinates corresponds to the number of polygon or polyhedron vertices plus the number of control edges (2D) or faces (3D). Similar to mean-value coordinates, they have closed-form expressions, although the expressions are less simple and elegant.

2.2 Shape Modeling

Most current research in shape modeling that is related to our work can roughly be divided into procedural modeling, analyze-and-edit approaches and modeling by example. Due to its lack of automation in the process of finding a high-level specification of the model, procedural modeling is less relevant to our approach and will not be discussed in the following (for an overview we refer to Smelik et al. [89]). Edit propagation can be considered a specialization of modeling by example, where examples of edit operations are provided instead of examples of the desired
results. Analyze-and-edit as well as modeling-by-example approaches have been developed in the field of 3D shape modeling and consequently their input domain is usually restricted to 3D shapes. In contrast, edit-propagation methods come from the field of image editing and most research is focused on manipulating images. However, the central ideas proposed in these methods are usually input-agnostic and could be applied to other input domains as well.

**Analyze-and-Edit**

Current commercial 3d editors either provide a limited set of fixed high-level shape modeling tools, such as deformations with a predefined cage, bending, deformation along a path, etc., or very low-level editing tools, such as direct vertex modifications. For many operations, the low-level tools suffer from too many degrees of freedom, making seemingly simple editing operations, such as changing the height of a house while preserving details or moving the arm of a character, tedious and time-consuming operations. High-level tools provided by the programs usually only have a very limited set of operations that do often not include the domain-specific task required by a user; in other words, the provided degrees of freedom are not adapted to the domain or the shape the user is working on.

The problem lies in the lack of high-level specification these tools have about the shape that is being modeled. People usually see shapes not as a collection of vertices and faces, but as a sets of functional parts, connected by some kinds of relations. For example, the roof sits on top of a house, arms are connected left and right to the torso. In a given domain, these relations generally have a specific structure, for example in man-made objects, parallel lines or right angles are usually preferred. It would therefore make sense for modeling tools for this domain to respect this structure relations and remove degrees of freedom that violate them. **Analyze-and-edit approaches** that encode this structure in a domain-specific set of constraints. They first analyze a model to choose relations from the set that are applicable to the model and then provide modeling tools that are constrained to respect the relations.

**Single Shapes** Early work in this area focuses on analyzing and preserving low-level shape characteristics, such as normals, curvature, local rigidity or local volume [13], or manually define constraints on the shape [14, 82, 69, 68].

More recently, Kraevoy et al. [53] describe a method for structure-preserving non-uniform scaling of complex shapes. Given a requested non-uniform scaling along any axis, the shapes are analyzed and parts where the scaling would result in a distortion of the structure are identified, based on slippage analysis [37] and change in normal curvature in direction of the scaling axis. To achieve the given scaling, parts that are vulnerable to distortions are not scaled and non-vulnerable parts are scaled by a larger amount instead.

An analyze-and-edit method to automatically detect joints in 3d shapes has been proposed by Xu et al. [98]. The geometry and type of joints are detected using slippage analysis [37] and intersection tests for the range of motion. In subsequent edit operations, the shape can be deformed intuitively, by constraining the components connected by joints to be either rigid or slightly elastic.
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Gal et al. propose an analyze-and-edit method for man-made shapes called iWires [36]. Salient curves on the shapes called wires are extracted and relations between the wires, such as planarity or aligned centers of mass, or relations between parts of the same wire, such as equal wire corner angles or equal wire lengths, are found. These relations serve as constraints that have to be maintained by subsequent edit operations. For example, when editing one vertex of a shape, the other vertices are altered to follow the constraints as closely as possible. Examples are shown in Figure 2.7. The authors argue that this high-level specification based on salient curves and their relations is descriptive enough to allow for efficient and intuitive editing of a wide range of man-made objects.

Zheng et al. [106] analyze a shape to identify a hierarchy of functional parts, structure-preserving transformations on parts and relations between parts, such as symmetry, coplanarity and parallelity. The authors observe that this hierarchy of parts provides a more robust and descriptive high-level specification of the shape than the wires extracted by the iWires method [36]. Similar to iWires, edit operations of a part are constrained to be structure-preserving and each edit is propagated to other parts of the shape to maintain relations between parts. However, shape analysis is not fully automatic, user intervention is required in some cases.

In concurrent work, Bokeloh et al. [11, 12] extract a pattern-based structure specification from a shape. Continuous and discrete one- and two-dimensional translational patterns are detected in the shape geometry. Discrete patterns may, for example, be the wooden boards on a park bench or the windows on a facade. Continuous patterns refer to slippable parts of the shape, such as cylinders or planes, where the individual elements (e.g. parts of the cylinder) are related by continuous translations. Relations between different patterns, such as concurrent start- and endpoints, are identified as well. Edit operations on the shape are constrained to preserve the patterns and relations. For example, giving the bench a higher back rest adds additional wooden boards to the back rest instead of stretching the individual boards, or resizing a house automatically adds or removes windows on the facade.
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Figure 2.8: Constraints and results from the method of Merrell et al. [71]. Edit operations are constrained to respect interior design guidelines (top row), resulting in plausible furniture arrangements with relatively little user input (bottom row). (Illustrations adapted from Merrell et al. [71].)

Scenes Analyze-and-edit methods can also be employed to create scenes consisting of multiple separate shapes. Although they are not explicitly referred to as analyze-and-edit methods in literature, they share the same key idea: reducing the space of possible scenes and permissible edits by imposing constraints derived from a high-level analysis of the scene. Note that these methods, like all analyze-and-edit methods, make no attempt to learn user edits. Therefore, user edits need to be repeated for

Xu et al. [97] define constraints for interior scenes, including pseudo-physical constraints to avoid unstable configurations or interpenetration of shapes, geometric constraints such as proximity constraints that describe the permissible closeness of objects and semantic constraints that describe which type of object is usually placed on which other type of object, such as plates on a table. User operations are limited to respect these constraints as closely as possible, but certain constraints such as the semantic constraints may be overridden by user edits. Objects can also be placed automatically in permissible regions using spatial planning [38]. The constraints effectively exclude strongly inconsistent scene layouts, but do not encode enough information to create plausible scenes fully automatically. Shapes such as tables and chairs in a room still need to be placed manually using the provided editing tools. The authors demonstrate modeling scenes containing hundreds of objects in under an hour.

Merrell et al. [71] define a set of constraints derived from interior design guidelines. Given a set of furniture and a room, a plausible layout can be generated automatically. User edits are included as additional constraints and after each edit, a new list of plausible room layouts is generated and presented as suggestions to the user (see Figure 2.8). This method can be used to quickly generate furniture layouts for a given room with minimal user interaction.

Yeh et al. [100] specify custom soft constraints on arbitrary properties of shapes or relations between shape properties using a custom imperative programming language. Properties may for
example be the size or position of a shape, but also more specific attributes, such as the number of plates a table should support. The set of properties of all shapes uniquely define a scene. Users do not directly modify properties, instead properties are sampled from manually specified probability distributions. A custom Markov chain Monte Carlo algorithm is used to find multiple scenes having properties with high probability while satisfying the constraints. The method is used by the authors to generate plausible furniture layouts for a given room and given object property distributions without further user interaction.

Zheng et al. propose an analyze-and-edit method for images of man-made environments [105]. Three-dimensional objects in the image are represented with cuboid proxies that are fitted to a given set of annotated interest regions while simultaneously solving for the camera parameters. The image can then be decomposed into the objects represented by the proxies and a background layer approximated by a ground plane. Relations between the proxies, such as placement coplanarity or repetitions are extracted as well. This high-level specification of the image content can then be used to move, resize, delete, add or replace objects in the image, while maintaining the relations between the proxies. Similar to previous work of Zheng et al. [106], the analysis is not fully automatic and requires user intervention in some cases.

Note that all the analyze-and-edit methods presented above are only based on a high-level specification of the shape or scene and not of the entire modeling operation; the operations performed by the user are not included in the specification. As a result, these methods can not adapt to user input. Methods that include the user input in their specification are presented next.

Modeling by Example

When modeling complex shapes or scenes, the high-level specifications extracted by analyze-and-edit methods are helpful, but are often not enough to make the modeling task feasible. The shapes that can be created by these methods are only constrained by the structure of the starting shape and the domain of the method, such as the domain of man-made objects. These constraints effectively exclude many undesirable shapes, but generally a user does not aim at just any man-made object that can be created from a starting shape, but rather has a more specific goal in mind, for example a house or even a house with a specific style. This modeling intent of the user is not represented in the high-level specification used by analyze-and-edit methods. Consequently, the specific goal of the user, i.e. the desired model, has to be reached from the starting shape manually through the provided edit operations. This is more efficient than in traditional methods, but can still be difficult for complex shapes or tedious in scenes where a lot of models have to be created.

Take as example a single complex shape, such as a sailing boat: analyze-and-edit methods might constrain each edit operation to preserve the structural details of the boat, but creating a new boat or transforming an existing boat to have the desired shape still requires resizing, rearranging and creating a lot of details. Especially for a novice user, this might be a daunting task. Another example might be a city scene: even though editing each shape in the scene is more efficient, thousands of shapes such as houses, streets, windows and doors still need to be placed and edited. Even for an expert user, manually creating all these objects is not feasible.

Modeling-by-example approaches aim at creating new and varied shapes or scenes from a set of examples. The key idea is to use high-level specifications that also include the modeling intent of the user, derived from the example shapes. Ideally, this modeling intent allows narrowing the
space of possible shapes to include only those that are desired by the user, allowing a much more efficient or even fully automated creation of new shapes. Additionally, unlike analyze-and-edit approaches, it is not necessary to pre-encode domain-specific knowledge as constraints, all needed information is learned from the examples. Modeling-by-example approaches trade direct artistic control for further automation of the modeling task, since the resulting models are based largely on the examples and not on direct user input. Note that it is possible to combine modeling by example with traditional approaches or analyze-and-edit methods, for example by first using modeling by example to create a large set of models, and then manually editing specific models for more direct control.

Single Shapes Early work in this area focuses on generating new shapes from shape parts taken from a model database. This research direction is also called component-based or assembly-based modeling. Inspired by the work of Sloan et al. [88], who propose to generate new shapes by morphing between \( N \) example shapes, Funkhouser et al. [34] describe a method to use only parts of the example shapes instead of morphing the entire shapes. The method is still largely manual, the user needs to mark parts on a shape to be replaced or draw proxy bounding boxes where new parts should be added. A shape database is then searched for parts that are geometrically similar to the marked parts or proxies, based on the sum of squared distances between the parts. Good matches can then be stitched to the shape to replace the marked parts or proxies, and geometry is automatically adjusted so the seams are not visible.

Merrell [70] aims at automating the process of creating new shapes from a set of examples by simplifying the parts that can be stitched together. Like in a LEGO® set, the examples and the new shapes must be constructed using a predefined set of parts that have a similar size. New shapes are assembled automatically from these parts under the constraints that two parts may only be adjacent in each spatial axis, if they have been observed in that configuration in one of the examples. Additionally, the probability of picking new parts is set so that the total number of occurrences of each part resembles those in the examples.

In two similar approaches Chaudhuri et al. [17] and Kalogerakis et al. [49] propose methods to automatically assemble shapes using parts taken from a database of example shapes. Unlike the method of Merrell [70] described above, parts may have arbitrary shapes and relations between parts other than only adjacencies are learned from the examples. Parts are extracted and labeled from a shape database semi-automatically in a pre-processing step using the method of Kalogerakis et al. [50]. Relations between parts in the database, such as the number of parts of a specific type in a shape, symmetries and adjacencies between parts, as well as the properties of individual parts, such as labels, curvature, diameter and several other geometric descriptors, are used to form object categories and train a probabilistic model. The model can then be used to assemble new shapes either fully automatically, or by providing suggestions for new parts during an interactive modeling session, similar to Funkhouser et al. [34]. Several results of the method are shown in Figure 2.9.

Scenes Fisher and Hanrahan. [27] apply modeling by example to interior scenes. Similar to the work of Funkhouser et al. [34], the user starts with an unfinished scene and uses a database of similar scenes to find relevant new models to place into the scene. The user draws a bounding
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Examples combined parts
Models synthesized from a larger database of examples

Figure 2.9: Shapes synthesized by the method of Kalogerakis et al. [49]. New and varied shapes are synthesized by combining parts taken from a database of example shapes, while respecting relationships between parts observed in the examples. The composition of a synthesized shape from individual parts is shown in the top row, a large set of synthesized shapes in the bottom row. (Illustrations adapted from Kalogerakis et al. [49].)

Box as a proxy for a new object and the context of the bounding box is used to search for relevant models in the scene database, i.e. models that are surrounded by a similar arrangement of objects as the bounding box. The search returns a list of model suggestions and the user can pick a model to replace the proxy bounding box. Similarity between two contexts is based on the similarity of the distances to the surrounding objects, on the geometric similarity of the surrounding objects themselves, as well as on some additional properties of the surrounding objects if available, like tags, textures and material properties. This method can facilitate the creation of interior scenes, but the placement of new objects still needs to be specified manually, limiting its usefulness for floorplans containing many rooms.

In subsequent work, Fisher, et al. [29] improve their similarity measure for interior scenes. Scenes are described by directed graphs, where the nodes correspond to objects and the edges to relations between objects, consisting of enclosure and different types of surface contact relations. Two graphs are similar if they have similar structure, the objects corresponding to matched nodes are geometrically similar and matched edges correspond to the same relations. Similar to previous work, the method can be used for context-based model suggestions, but it is also possible to find similar scenes in a scene database.

Yu et al. [101] propose a method to synthesize realistic furniture arrangements in given empty rooms with minimal user interaction that has properties from both analyze-and-edit and modeling-by-example approaches. User interaction is only required in a pre-processing step.
and the automatic scene synthesis is based on predefined constraints, as well as on constraints on the relationships between pairs of furniture pieces that are learned from example scenes. Predefined constraints include accessibility and visibility of furniture (for example, a TV should not be occluded, a door should be accessible). Learned constraints include relative positions and orientations of furniture pairs, such as the relations between chair and desk. The constraints are formalized as a cost function and a minimum-cost furniture arrangement is found using a technique based on simulated annealing. The authors demonstrate generating plausible furniture arrangements for various room types from a few example arrangements. However, the pairs of furniture pieces used for pair-wise relationships need to be defined manually in the example scenes and quite a few complete furniture arrangements need to be available as examples to successfully learn furniture relationships.

Drawing on previous work in component-based modeling described above [49], Fisher et al. [28] apply a similar approach to modeling interior scenes consisting of shape arrangements, as shown in Figure 2.10. Unlike previous work on generating interior scenes, this approach is fully automatic, requiring only a small set of labeled examples that define type of scene to be generated in a modeling session and a large database of labeled generic scenes that fill in information that might be missing in the small set of examples. Object categories are automatically learned in the examples, corresponding to objects with similar context, that is, objects that are surrounded by similar objects. These categories do not necessarily correspond to the usual semantic categories like ‘apples’ or ‘cookies’ defined by the labels; a single contextual category may contain objects from several semantic categories. The examples and scenes in the database similar to the examples (using the scene similarity defined in [29]) are used to train probabilistic models that describe what object categories should be in the new scenes and where they should be placed. Using this method, a large variety of new scenes can be generated from few examples, but like in previous work, this requires fully modeling the example scenes and having available a large database of labeled generic example scenes.
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Edit Propagation

Three main drawbacks of modeling-by-example approaches are the work required to create or obtain the examples, the lack of direct user control and the inherent difficulty inherent in creating a whole scene or detailed shape automatically from a small set of examples. Edit-propagation approaches fare better in the last two problems due to breaking down the synthesis task into individual operations. One or multiple examples are provided for each edit operation, which is then propagated to a potentially large number of other shapes or scenes. This gives back a measure of direct control to the user, as feedback is provided after each operation and the user might choose to undo or change an operation based on the feedback. Additionally, the propagation of individual operations is less involved than the synthesis of entire shapes or scenes from examples. As a drawback, pre-existing shape or scene databases cannot be used as examples, and the user may have to adapt the order of operations to suit the edit-propagation method. Most methods in this area come from the area of image or video editing. In this overview, we will focus on the relatively small set of methods that could be adapted to shape modeling.

Berthouzouz et al. [9] present a method to propagate edit operations between images. Two typical image editing operations are creating a selection and drawing a brush stroke. The goal of this work is to propagate these operations from a few example images to new images with similar content. Brush and selection locations are described with colorimetric features, such as the color at the brush stroke or selection, as well as geometric features, such as the \( xy \)-position relative to a landmark or a contour. A probabilistic model is learned that describes the location of
selections and brushstrokes in the examples in terms of these colorimetric and geometric features and that can be applied to other images with similar content. See Figure 2.11 for the result of propagating a mustache drawing from one image of a face to several other images of faces. Using only geometric features, this method could easily be adapted to transfer edits between 2D or 3D shapes. However, compared to our work, far fewer geometric features are used and combined in a less flexible manner, limiting possible edit propagations to geometry that has roughly similar shapes.

Two other methods that can be described as edit-propagation approaches for images are the methods by HaCohen et al. [43] and Yücer et al. [102] described in Section 2.1. Their similarity measures described earlier are used to propagate tone enhancements [43] or local image edits such as brush strokes [102] from a single example to a target image. However, these methods are designed to propagate edits to a single image location, limiting their use in scenarios where edits should be propagated to multiple targets.

The methods presented in this thesis fall in the category of edit-propagation methods as well. However they have been explicitly designed to work on shapes as opposed to images and allow for greater variations between example- and target shapes.
3.1 Introduction

In this chapter, we present our first contribution, a method to find geometric analogies between deformed shapes, which can be used to facilitate edit operations on these shapes. Geometric manipulation of 2D or 3D shapes is a central component of many computer-graphics applications. Throughout the years, the typical shape or scene complexity has increased, and as a result, modeling tools have become increasingly sophisticated to keep up with this complexity. In chapters 1 and 2, we have presented several paradigms for intelligent modeling tools: procedural systems encode rules about viable results in a grammar, but need an expert to encode domain-specific knowledge in a typically large number of rules, which may be difficult to find. Analyze-and-edit methods constrain the modeling operations to produce only viable results, or optimize the shape to follow the constraints as closely as possible after each edit operation. Other methods provide several finished results as example, but user control is very difficult, and generated results might be of low quality if not using a large number of examples. A recent research trend is the intelligent manipulation of many similar shapes with only a single interaction. The edit-propagation approach is an example of this trend: edit operations applied to one shape are automatically transferred to similar shapes. This approach provides relatively direct user control, requires little domain-specific knowledge and only moderate modeling expertise. For a wide range of applications, this ability to quickly select and edit model parts that are geometrically similar – but not identical – can considerably increase the efficiency of the editing workflow.

This inevitably leads to the field of shape matching, which traditionally uses point correspondences as basis for more sophisticated matching techniques. A point correspondence matches a point in a user-defined query region to similar points outside (target points) according to a local descriptor, such as SIFT [63] or Shape Contexts [7]. In this chapter, we refer to these point correspondences as first-order similarities. In order to match a whole query region, different approaches exist. One is to find groups of point correspondences that preserve the pair-wise point
Figure 3.1: Two snakes related by a highly non-rigid transformation can be matched with our method. A user selects a region (green) and similar regions (red) are automatically found, making it possible to transfer the texture inside the green region to the red regions. Two operations are performed and the results with an added background texture are shown in the last column.

Given a query region, it is often desirable to identify non-linearly distorted regions, due to perspective, object bending, different object positions and orientations, etc. Unfortunately, requiring the matched point pairs to have an identical transform only lets us find rigid matches. In the work presented in this chapter, we overcome this limitation by introducing the concept of transformation parameter similarity (TPS). We regard two regions as similar if they are related by approximately rigid first-order similarities and if the corresponding transformation parameters vary slowly over the region, i.e., have a small gradient. An example is given in Figure 3.2c, where the subregions are related by approximately rigid transforms, whereas globally, the two regions are transformed non-rigidly. Note that the rotation parameter varies slowly over the region. Our requirement of approximately rigid local transformations ensures that small-scale geometric detail is preserved and the region is not distorted beyond recognition.

28
3.2 Transformation Parameter Similarity

Our concept of similarity is based on ‘smoothly’ changing transformation parameters of first-order point correspondences over a region. In the discourse of this similarity concept we introduce three central terms: a transformation space is the space of rigid transformation parameters, first-order correspondences connect two points with local neighborhoods related by a rigid transformation and a transformation function models the non-rigid transformation between two shape regions. In the following, we give formal definitions of these terms.

The transformation space is the space of rigid transformation parameters. In our method, we focus on 2D similarity transformations $S(t_x, t_y, s, r)$, parametrized by x- and y-translation $t_x$ and $t_y$, uniform scaling $s$ and rotation $r$, resulting in a four-dimensional transformation space with coordinates $\tau = (t_x, t_y, s, r) \in T$. Since the scaling of the individual dimensions is arbitrary (e.g. it depends on using radians or degrees for the rotation), we normalize the dimensions of the transformation space. The following normalization factor is used throughout our method (unless noted otherwise): $(0.03b, 0.03b, 1.25, 45^\circ)$, where $b$ is the length of the bounding box diagonal of the input shape. A translation by 3% of the bounding box diagonal is equivalent to a scaling by a factor of 1.25 and a rotation by $45^\circ$. Given parameters $(t_x, t_y, s, r)$, the transformation of a point

Figure 3.2: Rigidly transformed regions can be found by searching for point correspondences with similar transformations. The correspondences in (b) have a similar transformation and belong to the same rigidly transformed region, in contrast to the correspondences in (a). The two fish in (c) are related by a non-rigid transform, whereas each pair of matching subregions is transformed rigidly.

Based on this concept, the main contribution presented in this chapter is a novel method to find non-rigid matches to a user-specified query region in a vector image using the transformation parameter similarity defined above. Furthermore, a dense mapping is established between the query region and all matched regions. This allows the transfer of editing operations between complex 2D shapes, such as painted strokes or textures (cf. Figure 3.1). Currently, our algorithm focuses on 2D shapes given by contour segments, but it could be generalized to 3D shapes given by 2D boundary meshes in future work.

3.2 Transformation Parameter Similarity
Figure 3.3: Regions with high transformation parameter similarity are related by a smoothly changing transformation function. The green region on the left is related to the red region by the transformation function shown on the right. Each of the four transformation parameters of the function is shown in a separate plot. Note that there are no discontinuities or spikes in the gradient magnitude of the parameter functions.

\( p \) is defined as \( S(t_x, t_y, s, r) * p = S^L(t_x, t_y) * S^S(s) * S^R(r) * p \), where \( S^L \), \( S^S \) and \( S^R \) are translation, scaling and rotation operations, respectively, and \(*\) applies an operation to a point \( p \).

A first-order correspondence \( (p, \tau) \) matches two points in a vector image based on their local neighborhood, e.g. using a local descriptor. It is defined by the position of the first point \( p \) and the transformation parameters \( \tau \) relating the local neighborhoods of the two points: \( (p, \tau) = (p_x, p_y, t_x, t_y, s, r) \). The second point can be found as \( S(\tau) * p \). The set of all first-order correspondences of a shape is denoted \( C \subset \mathbb{R}^2 \times T \). Note that in the continuous case, there are infinitely many first-order correspondences for any given shape. Due to the necessary discretization of the problem and associated numerical issues, only a finite noisy subset of \( C \) can be found.

We model the transformation relating two shape regions \( Q, T \subset \mathbb{R}^2 \) with a transformation function:

\[
  f : Q \rightarrow T
\]

The transformed region is \( T = \{S(f(p)) * p \mid p \in Q\} \). A rigid transformation is described by a constant function, while all other functions describe non-rigid transformations. Each subset of correspondences \( T \subset C \) that contains one correspondence for each point in the region \( Q \) defines a transformation function that relates two shape regions with points having similar local neighborhoods. Figure 3.3 shows a transformation function relating the green region to the red region, i.e. transforming each point \( p \) in the green region with the transformation given by \( f(p) \) yields the red region. The four dimensions of the function values are shown separately on the right. Since the red region is a smoothly bent version of the green region, the function does not exhibit discontinuities and the gradient magnitudes of its individual dimensions vary smoothly. Intuitively, transformation functions with low gradient magnitude in all parameters ensure that the transformed region is not distorted beyond recognition and retains local geometric detail, but still allow for strong non-rigid deformations over the whole region.

The Jacobian of the transformation function combines the gradients of the individual transformation parameters. The Frobenius norm of the Jacobian describes the magnitude of the combined gradients. More specifically, it is the norm of the vector of gradient magnitudes:

\[
  \|J_f\|_F = \|\|\nabla f_{r_x}\|, \|\nabla f_{r_y}\|, \|\nabla f_{s_x}\|, \|\nabla f_{s_y}\|\| \]
3.2. TRANSFORMATION PARAMETER SIMILARITY

Figure 3.4: The three main steps of our method. From top to bottom: 1) First-order correspondences \( C \) (blue dots) are computed. To avoid clutter, only some correspondences are shown with connecting lines. 2) Refined first-order correspondences \( C' \) (red dots) are computed by aggregating nearby unrefined correspondences. 3) Transformation functions \( f_T \) are found in transformation space, corresponding target regions \( T \) that are similar to the query region \( Q \).

where \( J_f \) is the Jacobian of \( f \), \( \|\cdot\|_F \) is the Frobenius norm and \( \nabla f_s \) are the gradients of the individual transformation parameters of \( S \).

We define the transformation parameter similarity between two regions \( Q \) and \( T \) related by a transformation function \( f \) as the harmonic mean of the Jacobian magnitude \( \|J_f\|_F \) over the entire function. The harmonic mean is used because a single large Jacobian magnitude in the transformation function is perceived as a strong discontinuity in the target region. Such a region is considered less similar than a region with large areas of average Jacobian magnitude.

Transformation functions that relate two shape regions are subsets of \( C \). However, \( C \) may contain multiple transformation functions, as well as correspondences that are not part of any transformation function. The goal of our method is to find subsets \( T \subset C \) that approximate functions with the properties described above. Each subset then describes a pair of regions with high transformation parameter similarity.
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Algorithm 3.1: TPS Matching

**Input**: query region $Q$, contour segments $\{P_j\}$

**Output**: sets of first-order correspondences $\{T_k\}_{k=1}^N$ describing regions with similarities $\{TPS_k\}_{k=1}^N$

1. compute first-order correspondences $C$ on contour segments $\{P_j\}$ using local shape descriptors
2. refine first-order correspondences $C$ to get $C'$ using Algorithm 3.2
3. the sets of correspondences $\{T_k\}$ and their similarities $\{TPS_k\}$ are found as smooth transformation functions in $C'$ using Algorithm 3.3

3.3 Algorithm Overview

The input to our algorithm is a model of 2D shapes defined by contour segments. Such segments can be defined as polylines, obtained for example by vectorizing the output of an edge detector like Canny. Broken contours are not overly problematic here. However, the polyline geometry should not be too noisy (if so it can be gracefully smoothed) as the local curvature is used by our local shape descriptor. The second input is a user-provided 2D query region, defined by outlining or brushing on the canvas. The goal is to find all 2D shape regions that have a high similarity to the query region. Our method proceeds in three steps (cf. Figure 3.4 and Algorithm 3.1).

In the first step, the first-order correspondences are computed using a local shape descriptor. We use a variant of Shape Contexts [7], but any descriptor invariant to similarity transforms can be used as long as the resulting correspondences are reasonably accurate. Since this first step is interchangeable and just a minor contribution, we refer to Appendix A for details.

In practice only a noisy subset of $C$ denoted $\tilde{C}$ is found in the first step. We could find smooth transformation functions directly on this set of correspondences, but it is usually prohibitively large and may not cover all areas of the query region, degrading the stability of our method. To improve stability, we introduce an intermediate step that has three roles: it reduces the number of first-order correspondences to decrease computation time, generates correspondences that cover the query region more evenly and reduces noise. In this step, the query region is sampled regularly with a fixed number of points. For each of these points, we find stable correspondences by aggregating nearby noisy correspondences of $\tilde{C}$ using the method of Mitra et al. [73], as described in Section 3.4. The result is a smaller set of first-order correspondences $\tilde{C}'$ that contains less noise and covers the query region more evenly.

In the final step, we search for sets of correspondences $T \subset \tilde{C}'$ that are smooth transformation functions (cf. Section 3.2). We use linkage clustering with weights based on approximate Jacobian magnitudes to identify these functions, as will be explained in Section 3.5. Each function corresponds to a region similar to the query region.
Improving First-Order Correspondences

The first-order correspondences found by the local shape descriptors are usually noisy and may not cover the query region evenly. This makes finding smooth transformation functions more difficult. Consequently, we refine the original set $C$ of first-order correspondences into a new set $C'$ having fewer elements with less noise that are evenly spread over the query region.

To create the new set of correspondences, we first determine the locations $q$ of the refined correspondences $(q, \tau)$. The locations $q$ are constructed by placing a fixed amount of points (~50 in our examples) regularly in the bounding box of the query region and only the points inside the query region are kept. We call these points query points.

Next, the transformation parameters $\tau$ for each query point are found. The method of Mitra et al. [73] finds rigid region matches in a shape given a set of noisy first-order correspondences. We apply this method once for each query point $q$, using only the noisy correspondences near $q$ as input, as we will explain in detail below. This effectively gives the rigid matches of the local query point neighborhood. The rigid transformation parameter $\tau$ of each match is used to construct a refined correspondence $(q, \tau)$.

Given a query point $q$, noisy correspondences $(p_i, \tau'_i)$ in the set $C$ are weighted by the following function around $q$:

$$w_i = G(||p_i - q||) \cdot \frac{h'_i}{d_i}$$

(3.3)

where $G$ is a Gaussian with a radius $r_s$ defined by the user. The Gaussian can be thought of as a smoothing kernel. Increasing the radius gives smoother results, since each refined first-order correspondence is based on a larger set of noisy first-order correspondences. We use a radius of $0.1b$ in all our examples, where $b$ is the length of the bounding box diagonal of the input shape. Each noisy correspondence might have a confidence value $h'_i$. If no confidence values are available, a factor of one is used instead. $d_i$ is the density of the first-order correspondences in $C$ computed at each point $p_i$. This factor removes the bias that would otherwise be introduced due to different densities of first-order correspondences over the shape. A straightforward way to compute the density at a point $p_i$ is to center $G$ at $p_i$ and accumulate $G(||p_i - p_j||)$ for all points $p_j \in C$ with $i \neq j$.

### Algorithm 3.2: Refine First-order Correspondences

<table>
<thead>
<tr>
<th>Input</th>
<th>query region $Q$, noisy first-order correspondences $C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>refined first-order correspondences $C'$</td>
</tr>
</tbody>
</table>

1. create query points $Q = \{q_k\}_{k=1}^M$ by sampling the query region $Q$ in a regular grid
2. for $q_k \in Q$ do
   3. compute weights $\{w_i\}_{i=1}^{|C|}$ using Equation 3.3
   4. compute set of transformation parameters $\{\tau\}_k$ as the dominant modes of the noisy correspondences $C$ weighted by $\{w_i\}$ in transformation space $T$
5. the refined correspondences $C'$ are the pairs $\{(q, \tau)_j\}$ of all query points
With the weighted noisy correspondences near the query point \( q \) as input, we now proceed according to the method of Mitra et al. [73]. Noisy correspondences with a weight smaller than one percent of the maximum weight are discarded. The transformation parameters \( \tau'_i \) of the noisy correspondences weighted by \( w_i \) form a density distribution in transformation space \( \mathbb{T} \). The dominant modes \( \tau \) of this distribution correspond to transforms used by many noisy correspondences. Consequently, if such transforms are applied to the query point, it will be mapped to a neighborhood similar to the query region. Because no a-priori knowledge about the number of dominant modes is available, mean-shift clustering [21] with a kernel radius of one, due to the transformation space normalization, is used to find them.

The refined correspondences are the query points combined with each of their dominant modes:

\[
C' = \{ (q, \tau_j) \} \tag{3.4}
\]

where the index \( j \) runs over the dominant modes of all query points. Additionally, we use the magnitude \( h \) of the dominant modes as a confidence value for the refined correspondences. A higher magnitude means more noisy correspondences agree on the transformation parameters. The number of refined correspondences is the total number of dominant modes of all query points. The number of dominant modes for each query point depends on the complexity of the shape, as well as on the radius of the Gaussian in Equation 3.3. See Algorithm 3.2 for a summary of the refinement step.

### 3.5 Region Matching

We now proceed to the main step of our method: finding shape regions that have high transformation parameter similarity to the query region. A similar region is related to the query region by a transformation function with low Jacobian magnitude. Each refined first-order correspondence \((q, \tau)\) can be seen as a sample of a transformation function, where \( q \) is the function argument and \( \tau \) the value. The set \( C' \) of refined first-order correspondences may contain samples for many transformation functions, as well as samples that are not part of any function. The goal in the final step is to identify subsets of first-order correspondences that approximate transformation functions with low Jacobian magnitude (cf. Appendix B for an example). Each subset contains correspondences between the query region and a region similar to the query region.

To find these subsets, we first define a second-order similarity for each pair of first-order correspondences. The second-order similarity between two first-order correspondences \((q, \tau)_i\) and \((q, \tau)_j\) is based on a lower bound for the Jacobian magnitude that any function passing through both correspondences must have. A lower bound for the gradient magnitudes of the individual transformation parameters \( \tau = (t_x, t_y, s, r) \) is the vector of difference quotients:

\[
a_{ij} = \frac{(t_x, t_y, s, r)_i - (t_x, t_y, s, r)_j}{\|q_i - q_j\|} \tag{3.5}
\]

Since the Jacobian magnitude is the norm of the vector of gradient magnitudes (cf. Equation 3.2), the norm of \( a_{ij} \) is a lower bound for the Jacobian magnitude. We define the second-order
Algorithm 3.3: Find Smooth Transform. Functions in \( C' \)

**Input**: refined first-order correspondences \( C' \)

**Output**: sets of first-order correspondences \( \{ T_k \}_{k=1}^{N} \) describing regions with similarities \( \{ TPS_k \}_{k=1}^{N} \)

1. initialize sets of correspondences \( \{ T_k \} \) as \( \{ T_k = \{(q, \tau)_{k} \in C' \} \mid k = 1 \ldots |C'| \} \)
2. compute linkage weights between all pairs \( (T_i, T_j) \) using Equation 3.10
3. while highest linkage weight is above threshold do
4. merge correspondence sets \( T_i^* \) and \( T_j^* \) having the highest linkage weight:
   \[ \{ T_k \} = (\{ T_k \} \cup \{ T_i^* \cup T_j^* \}) \setminus \{ T_i^*; T_j^* \} \]
5. update linkage weights for the merged correspondence set
6. end
7. compute similarities \( \{ TPS_k \} \) for each set in \( \{ T_k \} \) using Equation 3.11

Similarity as the Gaussian of this lower bound:

\[
a_{ij} = G(\|a_{ij}\|) = G\left( \frac{\|\tau_i - \tau_j\|}{\|q_i - q_j\|} \right)
\]  

(3.6)

where \( a_{ij} \) is the second-order similarity between correspondence \( i \) and correspondence \( j \). Note that the transformation parameters \( \tau \) are normalized, as explained in Section 3.2, otherwise the difference quotient would depend on the scale of the individual parameters. The radius of the Gaussian is set to one. Changing the radius would have the same effect as changing the normalization factors.

Given the second-order similarity for all pairs of correspondences, we find subsets of correspondences that approximate functions with low Jacobian magnitude. Hierarchical average linkage clustering with linkage weights based on the second-order similarity is used to find these subsets. We start with each correspondence in a separate set and iteratively merge neighboring sets having elements with high linkage weights. The linkage weights between correspondences \( (q, \tau) \_i \) and \( (q, \tau) \_j \) are defined as:

\[
l_{ij} = a_{ij} h_i h_j n_{ij}
\]

(3.7)

where \( h \) are confidence values for correspondences \( i \) and \( j \), effectively favoring sets of correspondences with high confidence. The factor \( n_{ij} \) is a neighborhood weight that restricts merging operations to neighboring sets of correspondences:

\[
n_{ij} = G(\|q_i - q_j\|)
\]

(3.8)

\( G \) is a Gaussian with a radius \( r_n \) that controls the trade-off between the proximity of sets and their second-order similarity. A low radius will only allow sets of correspondences to be merged that have adjacent query points. This precludes finding shape regions with occlusions or regions missing correspondences due to noise or bad matching. Setting the radius too high might result in correspondences from distant parts of the query region being merged, ignoring the correspondences in between, as shown in Figure 3.5. Unless noted otherwise, we use a value of 0.003\( b \) in all our scenes, where \( b \) is the length of the bounding box diagonal of the input shape.
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Figure 3.5: Effects of an overly large neighborhood radius. Three fish are related by the correspondences shown on the left. The tail of the lower fish has similar transformation parameters as the head of fish in the middle. An overly large neighborhood radius would allow our method to merge correspondences from distant scene parts, while the center correspondences (green) are ignored. This causes an incorrect matching, as shown on the right.

In each iteration, the two sets of correspondences $A$ and $B \subset C'$ with the highest average of the linkage weights between their elements are merged. Each set contains samples of a transformation function that has low Jacobian magnitude when reconstructed from the samples. In some cases, such as branching structures that are matched to a non-branching query region, two sets of correspondences may get merged that have a large overlap in their query points. For example, two branches and the trunk of a tree may get matched to a query region that contains only a trunk and a single branch, if the trunk splits smoothly into the two branches. To pick only a single branch, we introduce a factor that encourages regions that contain exactly one correspondence of each query point $q$:

$$d_{AB} = 2^{N^s_{AB} - N^d_{AB}}$$ (3.9)

where $N^d_{AB}$ is the number of query points that are present in the correspondences of both sets and $N^s_{AB}$ the number of query points present in only one of the sets. Two sets having a large overlap in the domain of the transformation function have a low fold-over factor. The final linkage weight between two sets of correspondences $A$ and $B$ is defined as:

$$l_{AB} = \frac{\sum_{(i,j)_{AB}} l_{ij} n_{ij}}{\sum_{(i,j)_{AB}} n_{ij}} d_{AB}$$ (3.10)

where $(i,j)_{AB} = \{(i,j) \mid (q, \tau)_i \in A \land (q, \tau)_j \in B\}$. The algorithm stops merging the sets with highest linkage weight when this weight falls below a threshold. In our implementation we use one percent of the largest linkage weight.
3.6. RESULTS AND DISCUSSION

Each resulting set $T \subset C'$ defines a transformation function $f_T$ with low Jacobian magnitude that describes the transformation between the query region $Q$ and a target region $T$. Finally, the transformation parameter similarity of the two shape regions $Q$ and $T$ is approximated by the weighted harmonic mean (cf. Section 3.2) of the linkage weights between all pairs of correspondences in $T$:

$$TPS_{QT} = |T| \left( \frac{\sum_{(i,j)\in T} l_{ij}^{-1} n_{ij}}{\sum_{(i,j)\in T} n_{ij}} \right)^{-1}$$  \hspace{1cm} (3.11)

where $(i, j)\in T$ are the indices of the pairs of correspondences. See Algorithm 3.3 for a summary of the region matching step.

### 3.6 Results and Discussion

We implemented the described method in Matlab and tested it on a PC with 16 GB memory and a 3.4 GHz quad-core CPU. Key parts of the correspondence refinement step and the clustering step were implemented in CUDA or C++. The first step (cf. Section 3.3) creates first-order correspondences using local shape descriptors (cf. Appendix A). This step is computed once for each shape in a preprocess and is independent of the query region. Steps two and three are computed after a user selects a query region and depend mainly on the number of query points (usually $30 - 50$ in our examples). The linkage clustering described in Section 3.5 has a worst-case complexity of $O(N^3)$ in the number of refined first-order correspondences, but the average case has much lower complexity. Additionally, we discard pairs of refined first-order correspondences with very low confidence (below one percent of the maximum confidence) before clustering. The computationally most intensive case for our method is a shape where all pairs of points have the same similarity, e.g., a circle. Since the stopping criterion of the clustering step would never be met, the clustering algorithm would need run through $N$ iterations to merge all correspondences, searching for the best among $(N - k)^2$ correspondence pairs in step $k$.

The method is demonstrated on several vector images shown in Figures 3.6 and 3.7. The images are created by automatic contour finding from RGB-images with subsequent manual noise removal (h), manual drawing (c and i) or a combination of both (a,b,d,e,f,g). In each example, we perform 1-3 operations. An operation includes finding all red target regions matching the green query region with a TPS above a given threshold (which is selected interactively with a slider after the region matching step has finished) and then transferring the texture shown in the query region to each target region to visualize matching accuracy. Each texture has an alpha-channel and is added on top of the existing textures. The background is only included to give a better impression of how the final result of an artist-created image using our method might look like. The only input to our region matching method are the shape contours in the leftmost column.

In Figure 3.1, the small snake is related to the big snake by a transformation function with changing scale, angle and translation parameters. The skin and the pattern of the snake are transferred in two operations. Figures 3.6a and 3.7g show similar images with a significant amount of clutter. Nevertheless, it is possible to detect small objects like the leaf in Figure 3.7h or the small clovers in Figure 3.6a. In Figure 3.6b, all fish in the image have different proportions and additionally, some are bent. The contours of some fish have large gaps due to occluding
sea weed. For the sea weed we use query points on a stroke instead of a region. The texture is transferred by extrapolating the texture coordinates of the matched (red) strokes. Figure 3.6c shows branching corals. Due to the thin structure of the corals, strokes are used here instead of regions. In 3.6d, giraffes in different poses are matched by our method. Figure 3.6e shows man-made objects with different amounts of bending (also note that the hat of the left harlekin is mirrored), while in 3.7f two snakes with a fine skin pattern are matched. In Figure 3.7g, eight different types of butterflies are matched in an image with a large amount of background clutter. The scale difference between butterflies has a factor of up to ten. Finally, Figure 3.7i shows a stylized sun with non-rigidly transformed rays being constructed in three operations (excluding the solid-colored background).

Detailed timings for each operation are shown in Figures 3.6 and 3.7 below the image of the corresponding operation. The time in parenthesis is for the refinement step, the time outside
Figure 3.7: Additional results. The leftmost image shows the input shape. The next image shows one operation where region matches (red) are found for a user-defined query region (green). The texture from the query region is transferred to each such target region, as shown in the following image. The final result is shown in the last image with added background to give an impression of how an artist-created result might look like when using our method. Timings are provided below each image (see Section 3.6 for details).

the parenthesis for the entire operation. Times for the first step of our method, computed as a pre-process, are shown below the input image. The largest factor for the computational demand is the number of refined correspondences, which mainly depend on scene clutter. For this reason, the operations in the flowers scene are computationally most expensive, followed by the butterflies and the clovers scene. In the giraffes example we used more query points than in the other examples to better capture the thin legs, making the operation more expensive.

Although the refinement step improves first-order correspondences considerably, the inlier percentage is still relatively small. Table 3.1 shows the inlier percentage for the first operation in all example images. In Figure 3.8 we show the distribution of refined first-order correspondences in the snakes image (Figure 3.1) in transformation space. The region matching step correctly finds the matching snake in the presence of a significant amount of outliers. Note how the matched region consists of high-confidence as well as low-confidence correspondences, precluding simple thresholding. See Appendix B for additional and more detailed visualizations.
We compare our method to the $L_2$-Estimator (L2E) [66] Agglomerative Correspondence Clustering (ACC) [19] and the Non-Rigid Dense Correspondence (NRDC) method [43], three state-of-the-art methods for non-rigid region matching. For all three methods, we optimize the parameters for each image separately to provide the best matching. The correspondences found by these methods may not cover the entire query region, making it necessary to extrapolate the missing parts to establish a dense correspondence. For each image, we choose either Locally Linear Embedding [86], thin-plate splines or a Gaussian-weighted average of the transformation parameters for the extrapolation, whichever gives the best results. In our method, the correspondence refinement step makes a separate extrapolation unnecessary. To validate the results, we use a ground truth generated by manually placing a sparse set of correspondences at key locations of the shape (cf. Figure 3.9d). Since the L2E method works on point sets, we use evenly-spaced samples on the contour segments as input. The ACC and NRDC methods both require images as input. We transfer the texture in the query region to all target regions using the ground truth and use the resulting image as input. The area inside the query region is used as source image and the area outside the query region as target image. We also tried using rasterized contours as input, but using textures gave better results for all scenes. The input for each method is shown in the insets of Figure 3.9.

The L2E method alternates between improving the transformation and the correspondence between the source and target point sets. The transformation is modeled as a function restricted to lie in a specific reproducing kernel Hilbert space and is estimated using their robust $L_2$ estimator. Correspondences are updated in each iteration using the Hungarian method to connect points with the most similar shape contexts. This method is designed for two point sets that have a single best match and exhibits two main problems in the presence of multiple best matches. First and most importantly, the method might get stuck in a local minimum if there are multiple basins of attraction, since one subset of the points might be initialized in one basin and a second subset in a different basin. The result of this behavior can be observed in rows 1, 5 and 6 of Figure 3.9a. Note

<table>
<thead>
<tr>
<th>result</th>
<th>corr. count</th>
<th>inlier %</th>
<th>weighted inlier %</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1</td>
<td>2551</td>
<td>2.47</td>
<td>4.18</td>
</tr>
<tr>
<td>3.6a</td>
<td>6648</td>
<td>5.91</td>
<td>17.95</td>
</tr>
<tr>
<td>3.6b</td>
<td>7810</td>
<td>4.34</td>
<td>19.65</td>
</tr>
<tr>
<td>3.6c</td>
<td>278</td>
<td>7.91</td>
<td>7.39</td>
</tr>
<tr>
<td>3.6d</td>
<td>5664</td>
<td>2.31</td>
<td>23.98</td>
</tr>
<tr>
<td>3.6e</td>
<td>2028</td>
<td>5.42</td>
<td>16.60</td>
</tr>
<tr>
<td>3.7f</td>
<td>2999</td>
<td>1.87</td>
<td>4.62</td>
</tr>
<tr>
<td>3.7g</td>
<td>5668</td>
<td>12.35</td>
<td>29.69</td>
</tr>
<tr>
<td>3.7h</td>
<td>1911</td>
<td>55.78</td>
<td>88.17</td>
</tr>
<tr>
<td>3.7i</td>
<td>4005</td>
<td>2.42</td>
<td>14.02</td>
</tr>
</tbody>
</table>

Table 3.1: Inlier percentage for the first operation in all examples shown in Figures 3.1, 3.6 and 3.7. Columns from left to right: total number of refined first-order correspondences, percentage of inliers thereof, percentage of inliers weighted by their confidence (see Section 3.4).
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Figure 3.8: Refined first-order correspondences of the snakes image (Figure 3.1) in transformation space. Only the rotation and translation dimensions are shown. Dark correspondences have high confidence, light correspondences have low confidence. Inliers corresponding to the red target region are encircled in red.

that we only show one matched region in the first and last row to avoid clutter, since the other regions are distributed over a larger number of attractors resulting in an even larger distortion. In the last row we additionally show the correspondences found for the second matched region as red lines. The second problem is that making the shape contexts scale and translation invariant is not trivial anymore if the matching regions are not centered in their point set. The authors use the average distance of the point set to the shape context center as scale and the direction of the shape context center to the point set center of mass as direction of a shape context. These approximations are only valid if both the source and target regions have approximately the same scale and are centered in their point sets. Using the contour normal and curvature information, as we do, is not possible, since the source points are transformed in each iteration and the contour information is invalidated. Badly rotated shape contexts result in the mismatched head of the harlekin in row 2 of Figure 3.9a.

The ACC method clusters first-order correspondences based on the absolute difference between their transformations. This means that sparse correspondences on a strongly non-rigid region, like on the ‘neck’ of the harlekin or the body of the snake in Figure 3.9b, are considered dissimilar and the matched region breaks apart. Additionally, the correspondences found by the method are sparse and only cover part of the query region. In contrast, our method uses the gradient of transformation parameters instead of the absolute difference, making it possible to correctly identify regions defined by a sparse set of first-order correspondences (cf. Figure 3.9c).
Figure 3.9: Comparison to the $L_2$-Estimator (L2E) [66], Agglomerative Correspondence Clustering (ACC) [19] and the Non-Rigid Dense Correspondence (NRDC) [43] methods. The red target regions are matches found for the green source region. A texture is transferred from source to target regions to visualize the matching accuracy. The input to the individual methods is shown as inset. A ground truth created by manually placing key correspondences is provided as reference. Note that L2E has problems with multiple matching regions, ACC has problems with regions related by strongly non-rigid transformations and NRDC has problem with occlusions, repeating patterns and regions without detailed texture. Our method can handle multiple matches, occlusions, strong non-rigid transformations and repeating patterns making it possible to correctly detect all similar regions.

The NRDC method constructs first-order correspondences by finding a single best match for each $12 \times 12$ pixel patch in an image using Generalized Patch Match [5] and then grows regions by merging adjacent correspondences based on the absolute difference of their transformations. Since the correspondences densely cover the query region, using the absolute difference does not create the same problems as in the ACC method. However, only merging adjacent correspondences precludes the handling of occlusions, as shown in Figure 3.9c, first row. Also, the single best match for each image patch is found based on local information only. Each element of a repeating
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Figure 3.10: Two problems when using a second-order similarity based on the projection error. In (a) and (b), a snake is matched to two snakes having different scales. The similarity based on the projection error (a) fails to separate the two snakes, whereas our similarity measure (b) can correctly separate the snakes based on the scaling parameter of their transformations. The butterfly in (c) is matched non-rigidly to the butterfly shown in (d)-(f). The similarity based on the projection error either incorrectly merges correspondences on the feelers (d) or fails to match the body (e), depending on parameter settings. Our method (f) can correctly match body and feelers using standard parameters.

pattern, such as the pattern on the snake skin (cf. Figure 3.9c, third and fourth row) is locally similar to all other elements, causing mismatches that can only be resolved when using global information, i.e. the position of the pattern element on the snake. Our method finds several matches for each query point and chooses a subset of these matches based on global information, correctly matching regions with repeating patterns. Finally, since NRDC densely computes correspondences for each pixel based on a relatively small neighborhood, it only works on regions having detailed texture. Less detailed textures (see bottom row of Figure 3.9c) can not be handled.

Relation to the Projection Error The projection error is a standard method of measuring second-order similarity. Our method can be adapted to use the projection error by changing the Jacobian magnitude in Equation 3.5 to the projection error as defined in Equation 1 of Cho et al. [19] or Equation 1 of HaCohen et al. [43]. However, we argue that the TPS has two main advantages over the projection error when computing the similarity between two first-order correspondences:

First, the projection error is computed in the 2D space of positions, whereas transformations usually have a much larger number of free parameters (four in our case), and information is necessarily lost in the projection of the transformation parameters into the 2D space. Consequently, the distance in the 2D space does not always correlate with the distance of the transformation parameters. Figure 3.10a shows two snakes with clearly different scales, but the second-order similarity based on projection error does not have enough information to distinguish between the two scales and incorrectly merges them. This problem gets worse as the number of transformation parameters increases. For example, when using non-uniform scaling or when extending the method to 3D input, completely different transformations might have zero projection error. We illustrate this problem in Figure 3.11. In contrast, since our method directly compares the transformation parameters, no information is lost and the scale difference in Figure 3.10b is correctly detected.

Second, TPS is gradient-based, whereas the projection error uses an absolute distance, making it less suitable to handle distributions of query points with varying densities. The projection
error gets smaller as the density of correspondences in a region increases, even though the transformation of the region remains the same. Figure 3.10c-f shows two butterflies that are related by a non-rigid transformation. To accurately match the small feelers, they have to be sampled more densely. Consequently the projection error in the feelers is smaller than in the remainder of the body, causing either incorrectly merged correspondences in the feelers due to a small projection error (Figure 3.10d), or failure to merge correspondences in the body due to a large projection error (Figure 3.10e). This depends on the value of the normalization factor described in Section 3.2. The TPS is independent of sampling density, as it uses the gradient over the query region and can find a good match for both feelers and body using the standard value of the normalization factor (see Figure 3.10f).

Possible Extension to 3D Geometry One interesting direction for future work is the extension of our method to 3D geometry. In this case, to find first-order correspondences, we would need 3D surface descriptors such as Spin Images [46], Shape-DNA [84] or Heat Kernel Signatures [92] instead of our 2D descriptors. Using 3D descriptors might reduce false correspondences, since the local neighborhood of a point on a 3D surface is typically more discriminative than the local neighborhood on a 2D surface. Additionally, the transformation space \( \mathbb{T} \) would be higher-dimensional, but this would pose no problem, as all employed techniques are well suited for high-dimensional data and have a linear dependence on the number of transformation parameters, both in execution time and memory consumption. A larger number of dimension in \( \mathbb{T} \) might even be beneficial, since the correspondences in \( \mathbb{T} \) are sparser, effectively reducing clutter in the transformation space. Intuitively, the transformation parameters should be smooth in the 3D case as well, however this would need to be shown empirically on a number of examples.

An interesting design choice would be the placement of query points. Query points could be
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Figure 3.12: Limitations of our method. Example (a) shows the result of matching two shape regions with partially dissimilar geometry, as shown in the insets. The matches in the dissimilar parts are not accurate, but similar parts of the shape are still matched correctly. In example (b), the stems of the flowers do not have any distinctive features in common. Consequently, no first-order correspondences are found for the stems and our method can only match the flower blossom and pot. Example (c) shows two regions that are related by a discontinuous transformation function. Our method only matches its continuous subsets.

placed either in the volume or on the surface of a 3D shape. The first option would be analogous to our current method and would treat 3D regions as solid objects with a volume that cannot have strong discontinuities in its transformation. The second option would treat regions as 2D hulls and not constrain their volumes in any way, allowing for different kinds of transformations, such as a smooth and detail-preserving unfolding of open meshes. When using the second option, we would need to change the neighborhood weight in Equation 3.8 to approximate the geodesic distance on the shape surface. The differences to isometric shape matching discussed in Section 2.1 would also hold for a 3D extension of our method, such as the ability of our method to handle smooth changes in scale or more generally transformations that do not preserve pairwise distances between surface points.

The main challenge in implementing the volumetric version of our method might be performance, since the number of query points in the volume might get quite large. Another challenge is finding good local descriptors that provide reliable transformation parameters.

Limitations In the remainder of this section, we will discuss limitations of our method. First, due to our definition of similarity, our method can only match shape regions related by a smooth transformation function. Regions like joints have large gradients in the transformation parameters and can therefore not be matched, as illustrated in Figure 3.12c. Consequently, our method is
better suited for organic shapes or shapes that deform smoothly. Note that some of these smooth deformations like a gradual change in scale (cf. Figure 3.1) cannot be handled by other popular similarity measures such as isometry (as discussed in Section 2.1).

Second, similar regions need to have distinctive local features that can be matched by local descriptors. Otherwise first-order correspondences cannot be found. A failure case is shown in Figure 3.12b. The stems of the two flowers cannot be matched correctly, because locally, all parts of the two stems have equally similar geometry. Another reason for missing correspondences is dissimilar geometry. Figure 3.12a shows two horses with geometry that is mostly similar, except for the neck and tail as shown in the insets. These parts are missing first-order correspondences. In our implementation we try to infer missing correspondences from parts that have been matched correctly, but shape geometry in the missing parts cannot be taken into account.

3.7 Summary

In this chapter we have demonstrated that partial non-rigid shape matches can be found in 2D shapes by searching for sets of correspondences with smoothly changing scaling, rotation and translation parameters. The similarity measure resulting from this notion is a novel geometric analogy, which we call ‘Transformation Parameter Similarity’.

Evaluations and comparisons to previous methods show that this measure can be used to match highly deformed shapes that are difficult to match with previous methods given only sparse and unevenly sampled point correspondences. Our method can match non-rigid shapes that are similar under our similarity measure and establish a dense mapping between pairs of matching shapes, even if the regions are only given as cluttered line segments. This mapping allows transferring texture or brush operations between two regions. Additional edit propagations, like transferring deformation operations to similar shapes, are possible using our method, and we would like to explore these applications in future work.
4.1 Introduction

In the previous chapter, we presented a method to transfer edit operations between deformable shapes, based on a custom similarity measure. Edits are applied to parts of the shapes that are locally similar. We now turn to the problem of edit propagation in scenes consisting of shape arrangements, such as floor plans. In contrast to the previous chapter, the arrangements need not be related by any kind of smooth transformation. The question of edit propagation can be posed for these scenes as well: when a user applies a change to a given scene, how can other, similar changes be applied to the scene automatically? This touches on the question of shape similarity.
and coordinate systems: One approach to effect similar changes is to apply the same operation to parts of the scene that are similar to the part that has been edited; furthermore, we need to find the exact location where the change should be applied in a particular similar part. The first problem, finding similar shape parts, is not always applicable to the types of scenes we are focusing on in this chapter. For example, the rooms in a floor plan may not always be similar, but similar operations need to be applied to them nonetheless.

For the second problem, different “local” coordinate systems have been proposed in animation and geometric modeling. These coordinate systems can be used to transfer a position in one polygon to another polygon of different shape. Examples include mean-value coordinates [44] and harmonic coordinates [47]. However, these systems work best in shape interpolation, where the basic topology of the shapes that provide the reference frame varies only by a little. Also, coordinate systems typically encode the notion of distance, but are not flexible enough to represent other geometric relationships.

In this chapter, we present a new method for edit propagation in 2D scenes that is more flexible and general than previous methods and can be used to propagate edit operations between dissimilar arrangements of shapes. Our method is based on the notion of geometric relationships between shapes and so-called poses, which we define as a location with an associated direction vector. While, for example, 2D Cartesian coordinates uniquely associate two values (coordinates) with every point in the plane, which represent the distance from one of the coordinate axes, our method can handle an arbitrary number of geometric relationships, and the mapping to points in
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Figure 4.3: A human intuitively finds the blue point correspondences in the output polygons for the red point specified in the input polygon.

the plane need not be unique. This allows geometric relationships that do not depend on distance alone (like the relative direction with respect to a feature in the scene) to be introduced, and abandons those concepts from coordinate systems that are not required in our setting of edit propagation (see Figure 4.2).

Our current setup focuses on object placement, which is why we choose poses as the main interaction element. A pose can represent an object (e.g., a furniture item) and its orientation in a room. Furthermore, we concentrate on geometric relationships as structuring elements, rather than on similarity between the underlying polygons. The similarity of geometric relationships is effectively a type of geometric analogy, and using this analogy often gives plausible matches even if the degree of similarity is low, as different types of geometric relationships can be taken into account. Figure 4.1 presents an example of the proposed work flow.

4.2 Overview

The starting point for this work was our observation that most humans have an intuitive idea of how to transfer points between polygons. In Figure 4.3, for example, a human would be likely to pick the blue points as correspondences to the specified red point. Currently there is no computational tool available that could do the same. Generalizing this research problem to include directions and multiple polygons, we obtain the following research question:

Given a scene consisting of a set of polygons \( A = A_1, \ldots, A_n \), and a query pose \( Q = (Q_p, Q_d) \), defined by a point and a direction, determine a number of poses \( P_1, \ldots, P_n \) that have a local neighborhood that is “similar” to \( Q \).

In Section 4.3, we introduce our notion of similarity. It is based on so-called relationship functions, which assign a numeric value to a certain geometric relationship between a pose and a feature in the scene. Features can be the polygons themselves, their individual corners, a certain segment, etc. Examples of relationship functions include the distance of query point \( Q_p \) to a polygon, or the angle by which \( Q_p \) is offset from the bisector of a polygon corner.

Given a query pose and a set of polygons, our algorithm has the following steps (see Figure 4.4):
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Figure 4.4: The main steps of our method. First, a query point is placed (plant) and important features are identified (purple). Then the relationship functions to the important features are evaluated (red dotted lines). Level sets for each feature and relationship function are constructed (red lines) and accumulated in pose space. The resulting maxima correspond to poses that have similar relationship function values as the query point.

1. Identify features in the scene (Section 4.3).
2. Evaluate the relationship functions (Section 4.3) for selected features, called input features.
3. For each relationship function and each feature, find the locations/poses in the scene that would give a similar function value as the query point. Basically, this corresponds to constructing a level set in “pose space” (Section 4.5) for each relationship function around a feature that is “compatible” to the input feature – we call these the output features.
4. Combine the level sets in pose space based on two weighting factors (Section 4.4):
   - the local importance, i.e., how relevant is the input feature to the query point for a given relationship function, and
   - the matching accuracy, i.e., how closely does the output feature match the input feature.
5. Find local maxima in pose space (Section 4.5) – these correspond to the desired poses that share as many of the defined relationships with the query pose as possible.

We also describe an extension to handle mirror symmetries present in the scene geometry (Section 4.6), and we describe how specific geometric relationships can be selected to form local coordinate systems with respect to features in the scene (Section 4.7). The application case of floor-plan editing is described in Section 4.8, which also includes useful extensions like probabilistic placement and feature selection, labels and hierarchies to restrict matching, and pose validation to avoid intersections in the result.

4.3 Geometric Relationships

In this section, we formally introduce the concept of geometric relationships through the definition of geometric features and relationship functions. As discussed in Section 4.2, we start with a
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scene A and a query pose Q in a pose space P. The pose space is the set of poses of interest, usually encompassing the scene and all angles from 0 to 360 degrees.

Features

Geometric relationships operate on features; the first step is therefore to extract features from the scene. The main features are the polygons in the scene themselves and the elements of the boundary of the polygon. We assume that the polygon boundary consists of “smooth” segments, i.e., sequences of edges with non-sharp angles, connected by “sharp” corners. We therefore use the following features:

- a polygon A, defined by a sequence of vertices \( v_k, k \in \{1, \ldots, n_A \} \).
- a polygon segment \( s_j \in A \), defined as a sub-sequence of consecutive smooth vertices \( s_j = v_a, \ldots, v_b, a, b \in \{1, \ldots, n_A \} \). A vertex is called smooth if the dot product of its adjacent edges is above a threshold \((v_{k+1} - v_k) \cdot \frac{v_k - v_{k-1}}{|v_k - v_{k-1}|} > \epsilon \), otherwise it is called sharp.
- a corner \( c_j \) of a polygon, defined by a vertex \( v_k \) that is shared by two adjacent segments \( s_j-1 \) and \( s_j \). Corners correspond to sharp vertices. In practice, the bisector \( c^b \) of the corner and the opening angle \( c^\alpha \) will be relevant, as they are related to the direction vector of the query pose.

Relationship Functions

Given a set of features \( F \) and pose space \( P \), we define a relationship function as a functional on features and poses:

\[ R : P \times F \rightarrow \mathbb{R} \]

Each relationship function expresses a geometric relationship between a feature and a pose in a numeric way. Relationships include the distance of a pose from a feature, but also the angle between a pose and the feature. In the following, we list the geometric relationship functions that we use (see Figure 4.5). For convenience, we define the angle between vectors as \( \angle(a, b) = \arccos(a/||a|| \cdot b/||b||) \).

- The boundary distance is defined as the minimum distance between the query point and a polygon boundary: \( R_{bd}(Q, A) = \min_{x \in b(A)} d(Q_p, x) \), where \( b(A) \) is the boundary of \( A \).
- The segment arc length is the normalized arc length between the location of minimum distance to the query point and the start of the segment. If \( x = \arg \min_{x \in b(s_j)} d(Q_p, x) \), then \( R_{sl} = \frac{t_x - t_a}{t_b - t_a} \), where \( t_a \) is the arc length at \( x \) and \( t_a, t_b \) the arc length at the start and the end of the segment, respectively.
- The segment distance \( R_{sd}(Q, e) \) is the same as the boundary distance, but considers only a segment \( s \in A \).
• The **corner distance** is the distance between the query point and a polygon corner: 
\[ R_{cd}(Q, c_j) = d(Q_p, v_{k_j}). \]

• The **corner ratio** is the angle that the direction from corner to query point makes with the start of the first polygon segment adjacent to the corner, normalized with the opening angle of the corner: 
\[ R_{cr}(Q, c_j) = \frac{\angle(Q_p - v_{k_j}, v_{k_j} - v_{k_j - 1} - v_{k_j})}{\angle(v_{k_j + 1} - v_{k_j}, v_{k_j} - v_{k_j - 1})}. \]

• The **boundary angle** is the angle between the pose direction and the direction of the polygon boundary at the location of minimum distance to the query point. If 
\[ x = \arg \min_{x \in b(A)} d(Q_p, x) \], then 
\[ R_{ba}(Q, A) = \angle(\frac{d b(A)}{dt}, Q_d), \] 
where \( t \) is a parametrization of the polygon boundary by arc length.

• The **segment angle** \( R_{sa}(Q, e) \) is the same as the boundary angle, but considers only a segment \( s \in A \).

• The **corner angle** is the angle between the pose direction and the direction from corner to query point: 
\[ R_{ca}(Q, c_j) = \angle(Q_p - v_{k_j}, Q_d). \]

The first five relationship functions are called *positional*, because they depend only on the position of the query pose. The other three are called *directional*, as they also depend on the
direction of the query pose. Which of those relationships are actually applied depends on the application scenario, and more general relationships can be used. Later, we will always combine a positional relation $R_p$ to each directional relation $R_d$. For the relationships defined above, we assign each $R_{fd}$, $R_{fr}$, or $R_{fl}$ the corresponding $R_{fa}$ where $f \in \{b, s, c\}$ according to the type of feature. This set of relationship functions works well in practice, but we can easily remove or add additional functions to the set. For a discussion of the influence of individual relationships on the final result and an example of an additional relationship function, see Section 4.9.

4.4 Pose Matching Importance

In order to find poses in the scene whose neighborhood matches the query pose, we evaluate both a local importance and a matching accuracy.

Local Importance

The local importance determines how important features near the query pose (i.e., input features) are for determining matching poses. It is therefore again a functional on features and poses:

$$I_l : \mathbf{P} \times \mathbf{F} \rightarrow \mathbb{R}.$$ 

However, while a relationship function is used to determine the location of poses with similar geometric relations to the query pose, the importance is used to determine the influence each surrounding feature has with respect to a geometric relationship in the final selection of matching poses.

There are many possible importance functions, including semantic weightings assigned by the user, but in our current implementation, we simply use a weight based on the normalized distance to the feature, as defined already by the relationships functions involving distance:

$$I_l(Q, F) = 1 - \min(1, R_{fd}(Q, F)/n(A_F)),$$

where the normalization factor $n(A_F)$ is the radius of the largest circle inscribed in the polygon corresponding to feature $F$ for $Q$ inside the polygon, or twice the radius of the smallest circle enclosing the polygon for $Q$ outside the polygon, and $f \in \{b, s, c\}$ according to the type of feature. This reflects the fact that features close to the query pose should have stronger influence on the matching than features farther away.

Matching Accuracy

The matching accuracy determines whether a “distant” candidate feature for matching (i.e., an output feature) resembles a local feature that has been determined to be important to the query pose. For example, if the query point is positioned near a window-shaped polygon, other window-shaped polygons in the scene will receive higher weighting in the subsequent matching algorithm. The matching accuracy is a functional on features:

$$I_m : \mathbf{F} \times \mathbf{F} \rightarrow \mathbb{R}.$$
Obviously, if the two features are not of the same type, a value of 0 should be assigned. In our implementation, we use the following matching accuracies:

- **for polygons**, the similarity of polygon areas: \( I_m(A_1, A_2) = \frac{\min(a(A_1), a(A_2))}{\max(a(A_1), a(A_2))} \), where \( a(A) \) denotes the area of polygon \( A \).

- **for segments**, the similarity of segment lengths and curvatures:
  \[
  I_m(s_1, s_2) = \frac{\min(t(s_1), t(s_2)) \cdot (\max(\tilde{\eta}_1, \tilde{\eta}_2) - \frac{|\tilde{\eta}_1 - \tilde{\eta}_2|}{\max(\tilde{\eta}_1, \tilde{\eta}_2)})}{\max(t(s_1), t(s_2))},
  \]
  where \( t(s_i) \) is the arc length of segment \( s_i \) and \( \tilde{\eta}_i \) is the average curvature of the segment.

- **for corners**, the similarity of opening angles:
  \[
  I_m(c_1, c_2) = \frac{|c_1^\alpha - c_2^\alpha|}{\pi}.
  \]

Note that there are many possible matching functions, including symmetry-based and semantics-based ones. For example, the matching could be further restricted according to labels assigned to polygons, e.g., matching only features that fulfill some conditions on the labels, as will be shown in Section 4.8.

### 4.5 Matching Algorithm

**Theory**

In this section, we discuss the algorithm that computes potential matching poses from the query pose. We assume a set \( R \) of relationship functions to be given, as well as a set \( F \) of features. The main idea is to determine for each triple of relationship function \( R \), “local” feature \( F_l \) and
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candidate matching feature $F_m$, all poses in the scene that have a similar function value as the query point. In other words, we want to find the level set

$$L(R, F_l, F_m) = \{ P \in \mathbb{P} | R(P, F_m) = R(Q, F_l) \}.$$  

In order to combine the potential candidate poses generated by different relationship functions, local and matching features, we accumulate their level sets in pose space according to local importance and matching accuracy. There are two ways to combine candidate poses: We can either intersect different level sets, or we can accumulate their importance.

**Intersect:** We note that level sets of positional relationships $R_p \in \mathbb{R}_p$ are independent of the angle and therefore span the entire angular dimension at each position, while level sets of directional relationships $R_d \in \mathbb{R}_d$ span the entire positional domain. To obtain level sets of finite extent, we intersect the level set of each positional relationship $R_p$ of a pair $(F_l, F_m)$ with the level set of its associated directional relationship $\hat{R}_d$:

$$\hat{L}(R_p, F_l, F_m) = L(R_p, F_l, F_m) \setminus L(\hat{R}_d, F_l, F_m).$$

**Accumulate:** For each pose, we accumulate the importances of the intersected level sets to obtain a final importance $I$, where, for each relationship, we only take the best match:

$$I(P, Q) = \sum_{F_l \in \mathbb{F}} I_l(Q, F_l) \sum_{R \in \mathbb{R}_p} \max_{F_m \in \mathbb{F}} \left( I_m(F_l, F_m) \mathbf{1}_{L(R,F_l,F_m)}(P) \right),$$

where $\mathbf{1}_X$ is the characteristic function of set $X$. The candidate poses we are looking for are then the local maxima of $I$. Figure 4.6 illustrates this process.

**Finding Maxima of $I$**

In practice, the definition of $I$ makes a computation of local maxima computationally unwieldy, since pose space is both continuous and three-dimensional (2D location and 1D direction). In order to solve this problem, we make two simplifications:

- We accumulate importance in 2D, regardless of the directional information of poses, and maintain a direction of maximum importance during the accumulation.
- We discretize the 2D location space.

For this, we first calculate the projection $L_p$ of the level set onto 2D location space:

$$L_p(R, F_l, F_m) = \{ P_p | P \in L(R, F_l, F_m) \}$$
and compute the positional importance $I_p$ only in 2D space:

$$I_p(P_p, Q) = \sum_{F_l \in F} I_l(Q, F_l) \sum_{R \in \mathbb{R}} \max_{F_m \in F} \left( I_m(F_l, F_m)1_{L_p(R, F_l, F_m)}(P_p) \right).$$

For the directional information, we have to employ an approximation. When accumulating in 2D location space, the directional information of the accumulation is lost and we cannot obtain the direction of maximum accumulated importance at each position. Instead of accumulating, we use the direction of the level set with maximum importance at any given position. To express this mathematically, we introduce a directional importance $I_d$ defined in full 3D pose space, which, however, is only needed to formally express the result:

$$I_d(P, Q) = \max_{F_l \in F} I_l(Q, F_l) \max_{R \in \mathbb{R}} \max_{F_m \in F} \left( I_m(F_l, F_m)1_{L_p(R, F_l, F_m)}(P) \right),$$

$$\phi_{\text{max}}(P_p) = \arg \max_{\phi \in [0, ..., 2\pi]} I_d((P_p, \phi), Q).$$

Note that $\phi_{\text{max}}$ may not be the same direction found when accumulating in the full 3D pose space. However, there are only differences in special cases and the 2D approximation does not lead to unintuitive results. For a discussion, see Section 4.9.

**Implementation**

The evaluation of $I_p$ and $\phi_{\text{max}}$ is carried out on a 2D regular grid. In practice, this corresponds to a rasterization of the level sets onto a grid. In all our examples, the grid has approximately 100k grid points in total, with the aspect ratio adapted to the extent of the scene. We generate the level sets by rasterizing simple primitives like circles for the corner distance or lines for the segment arc length. For the boundary distance relationship function, we compute a polygon offset by taking the Minkowski sum \cite{6} of the polygon boundary with a circle and then rasterize this polygon offset. In order to avoid aliasing and to increase robustness (e.g., to account for inaccuracies in the input geometry), we replace the binary characteristic function $1_X$ of the level set by a filter kernel $k_X$, which slightly dilates the level set. In our examples, we use a linear falloff with a small fixed radius.

The result of this step is a 2D grid with an importance value $I_p$ and a direction $\phi$ attached to each grid cell. The best candidate locations are then found by applying non-maximum suppression \cite{39} on the importance grid. The resulting maxima are then sorted according to their importance, giving an ordered list of those candidates that best match the query pose.

The level sets are rasterized using line or polygon rasterization in graphics hardware. Each type of relationship function requires a specific method for calculating the level set. For $R_{bd}$, the boundary distance, for example, the polygon boundary is eroded by that amount that makes the eroded polygon intersect $Q_p$. 
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4.6 Mirror Symmetries

Given a query pose $Q$, it is often desirable to find all objects that have similar relationship function values when mirrored along a symmetry axis of a feature. In other words, we want $R(s_{F_m}(P), F_m)$ to give the same result as $R(P, F_m)$, where $s_{F_m}$ is a function that mirrors pose space along one (or more) symmetry axes of a feature.

However, if a pose has been mirrored, it does not represent the same object anymore. Instead, it should represent an object that has been mirrored about $P_d$. In order to be able to represent such mirrored poses, we extend pose space $P$ to $P'$ by a binary flag $P_m$:

$$P' = (P_p, P_d, P_m) \in P'.$$

To account for mirrored poses, the symmetry operator is extended to handle the mirror flag:

$$s_{F_m}((P_p, P_d, P_m)) = (P_m^p, P_d^m, 1 - P_m),$$

where $(P_m^p, P_d^m)$ is the pose mirrored about a symmetry axis $s$ of $F_m$. This properly accounts for the fact that after application of two symmetry axes, the pose is in unmirrored space again.

We then construct additional level sets, one for each symmetry axis or combination of symmetry axes $s$ of the matched features (see Figure 4.7):

$$L^s(R, F_l, F_m) = \{P' \in P'|R(s_{F_m}(P'), F_m) = R(Q, F_l)\}.$$

The remainder of the method is identical: the mirrored and non-mirrored level sets are accumulated in extended pose space $P'$, and the maxima identify points that have relationship function values similar to the query point, up to symmetries. This is implemented by accumulating importance in two different grids, one for mirrored and one for regular space.
Figure 4.8: Two objects propagated from the inside of the top room to the inside of the bottom room using a local coordinate system based on the boundary distance $R_{bd}$ and a custom relationship $R_{bf}$ based on the arc length from a fixed start point on the boundary to the position on the boundary closest to the query pose. Red lines are the iso-curves for different values of $R_{bd}$ and green lines iso-curves for different values of $R_{bf}$.

4.7 Local Coordinate Systems

So far, the algorithm works well for placing rigid objects, where considering the pose of the object is sufficient. However, it is difficult to generate a continuous mapping from source to target polygon directly from our method. For example, the map resulting from always taking the highest target maximum for every source pose is generally neither injective nor surjective. In floor plans, it can also be useful to transfer an object non-rigidly, i.e., transferring all points from a sample placement to another location in the scene, while preserving both the coherence of the points among themselves and the match of each point to its neighborhood. This requires a more strict definition of neighborhoods in the form of local coordinate systems. In this section, we clarify the connection between our relationship functions and local coordinate systems by providing a simple approach for constructing local coordinate systems using our relationship functions. For a more sophisticated approach to establishing a mapping between shapes using local coordinate systems, we refer to Solomon et al. [90].

In a coordinate system, each coordinate can be interpreted as a relationship between the point being described and some geometric feature. Together, the coordinates uniquely specify the point in space. In Euclidean coordinates, for example, each coordinate measures the distance of the point to a plane orthogonal to the coordinate axis. In mean value coordinates, each coordinate is related to a generalized distance of the point to a polygon vertex.

The directional relationships introduced in Section 4.3 can also be used to identify points in space with respect to a feature (i.e., locally). In 2D, exactly two such relationships are required. In order to form a local coordinate system, the selected relationships should provide a bijective mapping from the domain to coordinates. While it is evident that each of the directional
relationship functions cover the domain, the uniqueness of coordinates can be described in terms of the level sets of the relationship functions, which, in the positional domain, correspond to iso-curves:

The mapping of points to coordinates is invertible if any two level sets \((L_1, L_2)\) chosen from the relationship functions \((R_1, R_2)\) intersect at exactly one point, and if \(R_1, R_2\) themselves are injective (i.e., the corresponding iso-curves do not self-intersect).

The local coordinates of a point \(P_p\) with respect to a feature \(F\) are then simply \((R_1(P_p, F), R_2(P_p, F))\) (see Figure 4.8 for an example). From the relationships introduced in this paper, only the pair \((R_{cd}, R_{cr})\) fulfills this property. The drawbacks of using local coordinate systems are that the two relations \(R_1\) and \(R_2\) and the feature \(F\) have to be determined manually before the propagation and that only coordinates that fulfill the properties described above can be employed. Also, the resulting coordinate system does not necessarily provide a smooth mapping between polygons - there may be some \(C_1\) discontinuities. For example, in Figure 4.11, a pattern of flowers has been propagated from one lawn area to other lawn areas using local coordinates (for details refer to Section 4.9).

4.8 Application: Floor-Plan Editing

For specific applications, we can extend our method in various ways. An interesting area of application is floor-plan editing. Manually placing objects in these floor plans can be time-consuming but cannot be trivially automated, since the placed objects have to respect geometric relationships to existing objects. To apply our method to this problem, objects of the floor plan, such as rooms or tables, are modeled as polygons. To place an object, the user defines a pose. We can propagate this pose using geometric relationship functions as described in the previous sections. To specialize our method to this application, we introduce four simple extensions: polygon labels, a hierarchy over polygons that describes inclusion relations, a pose validation step that removes propagated poses that would result in unwanted object intersections, and placing arrays of objects. Additionally, we define probabilistic extensions for object placement.

**Labels** Since the focus of our work does not lie in object recognition, we assume that all polygons in the floor plan are labeled according to their type, e.g., table, bathroom, and so on. All features \(F\) of a polygon have the same label as the polygon. The matching accuracy \(I_m(F_1, F_2)\) of two features with different labels is set to zero, reflecting the fact that objects of different types should not be matched.

**Hierarchy** A floor plan is usually divided into different areas like rooms or buildings. These areas are objects of the floor plan and correspond to polygons in our framework. When placing an object into one of these areas, only relationships to objects in the same area are important. To incorporate this fact into our framework in a general way, we define a hierarchy on all polygons. A polygon \(A_c\) is the child of a polygon \(A_p\) if \(A_c\) is contained in \(A_p\), or if the polygons intersect and \(A_c\) has a smaller area. The local importance \(I_l(Q, F)\) of a feature is set to zero if \(Q\) is not contained in the parent polygon of \(A_F\). This allows, for example, first placing parcels in a larger
area, then flower beds in each parcel, and then flowers in a flower bed. In each step, only the parent and siblings of an object will be considered for $I_t$ (see Figure 4.9).

**Pose validation**  The placement algorithm does not take geometric properties of the object (apart from its pose) into account. Therefore, a placed object could have unwanted intersections with the existing geometry. To avoid this, we first collect all labels of polygons that are intersected by the object when placed at the query pose $Q$ and at the candidate pose $P$. If the labels at $P$ are not a subset of the labels at $Q$, then the pose is removed. Typically, this allows intersections with the parent polygons at the placed poses. For the intersection step, alternative geometry can be used. For doors, for example, the polygon can be extended to avoid objects being unintentionally placed too close, so that the door cannot be opened.

**Arrays of objects**  We can also facilitate the placement of arrays of objects. An array is a set of copies of the same object that are aligned along a path and have fixed spacing. The path is defined as the offset boundary of a nearby polygon. Arrays can be defined by a start point, an end point, a polygon, and a spacing. The spacing is user-defined and set before the array is created. First, the start point is propagated as usual and all resulting propagated points are marked as starting points. Then, a second point is propagated to mark the end points of the array. The polygon used to align the array is defined as the polygon closest to both start and end points. If the array start and end do not agree on the closest polygon, no array is created. If there are more than two end points on the same boundary, only the end point closest to the start point is used to form the array. For all valid pairs of start and end points, the end point is projected to the offset boundary of the polygon to mark the end of the array along the offset boundary, and objects are placed using the predefined spacing.
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Probabilistic pose selection  In order to allow more variation, we introduce probabilistic placement of poses. First, we define a scope for probabilistic selection, typically by the parent polygon label (e.g., “room”). Several query poses are defined in the source scope. Then, in each target scope, one of the query poses is randomly selected and only matches corresponding to that query pose are accepted as candidates.

Probabilistic pose placement  In Section 4.5, we already introduced a kernel $k_X$ to avoid aliasing and geometry errors when rasterizing the level sets. This idea can be extended by choosing a wider kernel and replacing the deterministic search for local maxima by a probabilistic one, to allow for more natural (i.e., irregular) placements. This can be done by interpreting the resulting regular grid as a probability distribution and sampling poses according to this distribution.

Parameters  In floor-plan editing, we allow for two types of parameters: first, the maximum number of matches allowed for a polygon of a certain label (typically “room”) per query pose, and second, a maximum placement density, which can be influenced by changing the radius of the non-maximum suppression.

We use the first three extensions (labels, hierarchy and pose validation) in every operation of our examples. See Section 4.9 for a discussion on the influence of labels on the final result. On the other hand, arrays of objects, probabilistic pose selection and probabilistic pose placement are optional operations that are not necessary for every scene, but give results that would be hard to achieve with the standard propagation operation or further facilitate object placement. All of the operations are used at some point in the examples.

4.9 Results

We have implemented a simple prototype of our method in MATLAB. The prototype has a user interface that supports the operations and settings described in Section 4.8. A typical modeling session starts with a floor plan containing only a few objects, usually only the rooms. Note that it is necessary to have at least one object in the scene before an edit propagation is meaningful. A user of the interface can then place (position, scale and rotate) objects from a library of labeled objects and apply edit propagation. With a slider, the user can interactively set a threshold on the importance of placements that are displayed. The user can then select arbitrary objects and integrate them into the scene. Subsequent edit propagations take relationships to previously placed objects into account.

The computational complexity of an edit operation depends on the number of level sets, which is proportional to the number of features in the source room $N^S_i$ and the total number of features $N^F_i$ having the same label $i$. Each feature in the source room (or more generally parent object of the source pose) has to be matched with all the features having the same label in all target rooms, resulting in a computational complexity of $O(\sum_{i \in L} N^S_i N^F_i)$, where $L$ is the set of labels in the scene. Each level set is rasterized on a 2D grid using standard rasterization techniques, as described in Section 4.5. In practice, $N^S_i$ does not depend on the complexity of the scene, since,
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for example, larger floor plans usually have more rooms, but not more objects inside a room. \( N_i^S \) is also typically very small compared to \( N_i^F \), so the complexity is approximately linear in the total number of features of a scene. In our implementation, one edit propagation typically takes between 1 and 6 seconds, up to approximately 15 seconds in the fully populated crown example (Figure 4.12). This example is close to worst-case for our method, since all features are placed in only two ‘rooms’ (i.e., the two crowns), resulting in a large \( N_i^S \). Please note that our algorithm is an unoptimized proof-of-concept, and timings can be improved.

We demonstrate our method by populating two extensive scenes with a large number of objects. The goal is to create plausible object positions with few edit operations. We show only the result and the starting configuration for each of the two scenes. Unless noted otherwise, all relationship functions described in Section 4.3 were used for each edit operation. In a typical editing session, we placed the objects in no particular order, only following the semantic dependencies of objects (e.g., placing the night tables after the bed; see Section 10.1 for a discussion on the order of operations). A few operations required one or two retries with small adjustments of the input pose, e.g., if there was too little free space in one of the target rooms to fulfill the requested geometric relationships.

The first scene is one floor of an apartment building, as shown in Figure 4.10. The starting configuration for this example is a bare room layout. Rooms are labeled as bedrooms, living rooms, kitchens, closets, toilet rooms, and bathrooms. For illustration, different apartments are shown in different colors, although this has no effect on the algorithm. Several pieces of furniture are propagated successively, as shown by the red numbers. The manually placed query object for each operation is encircled. Note that even though the rooms have different shapes and sizes, and the furniture inside the rooms has different arrangements, our method ensures that object positions are always plausible and similar to the position of the query object. In this example, a total of 160 objects were placed with 26 edit operations.

The second scene is a palace garden, shown in Figure 4.11. Here, the domain is divided into several parcels, and the starting configuration only includes the boundaries of these parcels. Parcels are labeled as way, garden, and palace. These parcels only serve as a guide for the placement of the actual objects and are deleted at the end of the editing session. Placed objects include flower beds, flower decorations inside the flower beds, fountains, trees, statues and pagodas. In this scene, we use several different operations to propagate objects. In addition to the usual edit propagation, we use object array operations to place the objects that are aligned in straight lines or circles, such as the bushes around the fountains. In step 19, we use local coordinate systems defined with respect to the selected flower beds to propagate all flower decorations of the source flower bed in one operation. The local coordinate system is composed of the boundary distance relationship \( R_{bd} \) and a custom relationship \( R_{bf} \) based on the arc length from a fixed start point on the boundary to the position on the boundary closest to the query pose. To propagate the large trees, we applied the probabilistic pose placement described in Section 4.8. A total of 617 objects were placed with 27 edit operations.

Our method is not limited to architectural applications, but it can also handle other types of polygonal scenes as long as it is possible to find a clear set of relevant features (we discuss suitable types of scenes in Section 4.9 and Figure 4.20). In Figure 4.12, we demonstrate placing gems and ornaments on two crowns. Since we only handle two-dimensional domains, the crowns
Figure 4.10: In the apartment-building scene, 160 objects were placed with 26 edit operations. The top image shows the starting configuration, the middle image shows the individual edit operations – numbers indicate the order of the operations – and the bottom image shows the final result. Zoom in to see details.
Figure 4.11: In the palace-garden scene, 617 objects were placed with 27 edit operations. The top image shows the starting configuration, the middle image shows the individual edit operations – the numbers indicate the order of the operations – and the bottom image shows the final result. The red lines in the top and center image are polygons that guide the initial object placement and are removed in the end. Zoom in to see details.
Figure 4.12: Placing gems and ornaments on two crowns. In this example, we place all gems and ornaments for both crowns in ten edit operations. Each edit operation is propagated to both crowns. The crowns are unrolled using a cylindrical mapping before performing the edit operations (top row). Source objects are shown in green; propagated objects are shown in blue. The bottom row shows the final result mapped back to the crowns.

are unrolled using a cylindrical mapping before performing the edit operations (Figure 4.12, top row). The starting configuration is the outline of the two crowns shown in black. Objects labeled as ruby, emerald, pearl, diamond and ornament are propagated on the crowns. Note that each edit operation is propagated to both crowns. In each operation of this example, we use the centroid direction relationship function in addition to the other relationship functions. The centroid direction is the angle between the direction from pose to object centroid and the principal direction of the object. As mentioned earlier, our method can handle arbitrary relationship functions. In step 10, we use an object array operation to place both lines of pearls. A total of 122 objects were placed in 10 edit operations. Finally, we map the result back to the 3D crowns (Figure 4.12, bottom).

Discussion and Limitations

In the following, we discuss several aspects of our method. We clarify the influence of the individual terms on the final result, examine approximations used in our approach, provide comparisons to shape matching with a local descriptor and discuss several limitations of our method.

Influence of Local Importance and Matching Accuracy We use two terms to determine the relevance of a level set: the local importance $I_l$ and the matching accuracy $I_m$. Both are needed
to filter out level sets of low relevance. We show the effect of setting either term to a constant in Figure 4.13. For clarity, we use only the boundary distance and segment arclength relationship functions in this example. When setting $I_l$ to a constant (Figure 4.13 a and c), all features in the source room have the same importance, e.g., the segment on the far side of the room has the same importance as the segments next to the bed. The level sets from these less-important features create maxima of low quality, such as the beds facing the wrong direction in Figure 4.13 c. By setting $I_m$ to a constant, all features have the same matching quality, e.g., a match between a long and a short segment has the same score as a match between two short segments. The results are additional maxima along the badly matched segments. Undesirable poses are only filtered out when using both terms (Figure 4.13 d).

**Influence of Relationship Functions** Another interesting aspect to discuss is the contribution of each relationship function to the final object placement. Each contribution varies from operation to operation and between output poses of the same operation. The relative contributions depend on the types of level sets that contribute to each maximum in pose space. Figure 4.14 shows the contribution of each relationship function in a typical sequence of operations. Level sets are shown in red. The composition of each maximum belonging to either the green source objects or the blue output objects is shown in the histograms next to the rooms. For example, the placement of the bath tub in the first operation depends mainly on boundary distance, segment arclength and segment distance. In many cases, not all relationships present in the source pose (green) are also present the output poses (blue). For instance, the bathtub in the lower-right room does not have the same segment arc length as the bathtub in the source room. Although not all relationship types are used in every edit operation, none of them is superfluous. Each relationship type is used at some point in the whole sequence of operations. Note that as in the crowns example, in this example we also use the ‘centroid direction’ relationship type.
Figure 4.14: Influence of the individual relationship functions on object placement. The histogram bars show the relative influence of each relationship function on the propagated poses, as well as the importance of each relationship type for the source pose in the green room. Level sets are shown as red lines in the background. Note that in general not all relationships are used to propagate a pose, but all relationships are used at some point in the sequence of operations.
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Figure 4.15: Dependence on the order of operations. When propagating the five objects, bathtub (a), toilet (b), bidet (c), bathmat (d) and shelf (e), from the green source room to three target rooms, the final result depends on the order of operations. The top row shows each step of operation sequence a,b,c,d,e; the bottom row each step of sequence e,a,c,b,d. Note how object placement depends on the order of operations. Different placements are encircled in the right image.

Order Dependency When propagating multiple objects, the final result usually depends on the order of operations. Objects are propagated one at a time, and each propagation takes objects that have already been placed into account. Figure 4.15 shows the result of propagating five objects using the same operations, but in two different orders. Note how the shelf placed in the first operation of sequence e,a,c,b,d is propagated to a different pose in the lower right room than in the sequence a,b,c,d,e (last operation), since there are fewer relationships that constrain its placement. Both sequences result in different but plausible object placement. Often there is a natural dependency between objects that suggests a certain order of operations. For example, the placement of the bathmat depends on the placement of the bathtub and should therefore be placed after the bathtub. If there are no such constraints, it is generally advisable to place larger objects first, when there is still enough free space for them. In future work, we may consider transferring all objects in a room at once and automatically resolving all mutual constraints between the objects. However, in many cases, incremental furniture placement might still be preferable, since the amount of work is the same and the user has more feedback as well as more control over the final result.

Influence of Labels In our floor-plan editing application, we rely on labels to provide additional information about objects in a scene. In actual floor plans, relationships often depend on the semantics of objects in addition to their geometric relationship. For example, a night table is usually found next to a bed and not in the living room. Since the focus of our method does not lie in object recognition, we use labels to capture the semantics of objects. Figure 4.16 compares the results of propagating a night table in a typical floor plan without labels (left) and with labels (right). Note that without labels, there are additional maxima in the living room because our method has no way of distinguishing between beds, tables and chairs or between living rooms and bed rooms. However, the method does not break down completely. Even though the results are
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Figure 4.16: The effect of labels on object placement. We propagate the single night table encircled in red. Note that without labels, there are additional maxima at positions that have relationship values similar to the source pose, but to object types that are not present in the source room. The accumulated level sets are shown in the background.

Figure 4.17: Level set accumulation in the 2D space of positions (left) as described in Section 4.5 and in full 3D pose space (right). We propagated all objects in the rooms marked in green (bedroom, toilet and closet) in six edit operations to the remaining rooms. Note that the result is mostly identical except for small differences introduced by the propagation of the two objects shown in green (TV and lavatory). Relevant level sets of the two operations are shown as red lines in the background. For the TV propagation in full 3D pose space, there are two equivalent output poses at the same position, shown as two versions of the same room on the right.

unintuitive for a floor plan, geometric relationships (e.g., close to the inner boundary of a polygon, close to other polygons from the outside, approximately at the center of a polygon segment) are met by all propagated night tables.

Approximation of 3D Accumulation When accumulating level sets, we approximate the full 3D pose-space accumulation (position and direction) with a more efficient accumulation in 2D position space and take the direction with maximum weight at each position, as detailed in Section 4.5. For most cases, this results in the same output poses as in the full 3D pose-space accumulation, but there are some cases where the results are different. Figure 4.17 shows the same sequence of operations performed on the same scene with standard accumulation in 2D
position space (left) and accumulation in full 3D pose space (right). All objects in the green source rooms are propagated to the remaining rooms in six edit operations. As in the crowns example, in this example we also use the ‘centroid direction’ relationship function. Note that most objects are propagated to the same poses (the small differences in direction are due to the discretization of the direction in the full 3D pose space). Two differences are introduced during the propagation of the two blue objects.

The first difference is the placement of the TV. In the source room, the TV is parallel to the wall and facing the bed. These two directional relationships cannot be satisfied in the far right room – the TV must either be parallel to the wall or facing the bed. In this room, there are two level sets with directions parallel to the wall (corner distance and boundary distance from wall) and two level sets with directions facing the bed (boundary distance and centroid direction from bed) meeting at one position. In the 2D case, all four level sets form one maximum and the direction with maximum weight is taken (facing the bed). In the 3D case, there are two maxima, shown as two versions of the same room in Figure 4.17. One maximum has a direction facing the bed; the other one is parallel to the wall. The four level sets do not actually meet in full 3D pose space, only the level sets shown in each of the two versions of the room meet. When using the full 3D pose space in practice, we would have to resolve such overlapping objects by either letting the user pick one of the objects or by automatically taking the object with maximum importance.

The second difference is the lavatory placement in the lower toilet room. Similar to the TV placement described above, two level sets with different directions (boundary distance to door and boundary distance to wall) are accumulated in the 2D case, whereas in the 3D case, the two level sets do not meet. Unlike the TV propagation, there is no maximum at the same position (no level sets that meet at this position) and a different maximum is chosen instead. As a result of the different lavatory placement, the toilet is paced at a different position as well. Note that in most cases, the result of 2D position space and full 3D pose-space accumulation are the same and none of the differences result in unintuitive object placement. However, the speed gain and memory saving from accumulating in 2D position space are significant. Using 2D position space is more than one order of magnitude faster (1.4-4.3 seconds per operation in 2D position space versus 39-85 seconds per operation in full 3D pose space) and needs almost two orders of magnitude less memory (9.1 MB for discretizing 2D position space versus 762.9 MB for discretizing the full 3D pose space – in this example, directions are discretized into 100 bins).

Comparison to Shape Contexts  Local shape descriptors like the popular shape contexts [7] can be used to establish a mapping between two polygons. In Figure 4.18, we compare our method to two methods based on shape contexts. A single object is propagated from the source room to three target rooms (rows 1-3) and from a room containing multiple objects to a target room containing a different arrangement of objects (row 4).

The first method (SC B-Spline), based on code by Dirk-Jan Kroon [54], establishes a one-to-one mapping between the source room and each target room. Shape contexts are computed at regularly sampled positions on the boundary of source and target rooms, and matching pairs of shape contexts provide constraints for a B-Spline deformation grid. The grid is refined iteratively to be as smooth as possible and to avoid fold-overs. In the case of multiple objects, shape contexts are placed on the boundaries of all objects. Affine transformations of the source objects (first
Figure 4.18: Comparison to Shape Contexts. We propagate a single object from the source room to three target rooms using Shape Contexts with a B-Spline deformation grid (SC B-Spline), Shape Contexts computed at grid points inside the polygons (SC Inner) and our Relationship Functions (RF). The first room (top row) is an affine transformation of the source room; the second room (second row) is locally affine to the source room; while the third room (third row) is neither. The last row shows the result of propagating a night table from a source room containing multiple objects. The SC B-Spline column is a one-to-one matching, so we show the deformed coordinates of the source room color coded in red and green. In the other columns, we show the accumulated level sets as heat maps. Note that in the affine row, all methods give good results. As the transformation from source to target shapes becomes less affine, the maxima of the Shape Context become less pronounced. Our method finds good poses and clear maxima in all four cases, since it does not rely on partial shape matching where the matches have to be related by an affine transform.

Column) are handled well by shape contexts, but stretching occurs for rooms that are not related by an affine transform (second column), resulting in bad object placement. Since the mapping from source to target room has to be kept diffeomorphic, the mapping cannot accommodate all matches between multiple objects in source and target rooms (last row) if they do not have the same spatial arrangement.

The second method (SC Inner) is a straightforward application of shape contexts to the area of the polygon (as opposed to the boundary). We construct a three-dimensional regular grid over all poses (position and direction) inside the source room. A shape context is computed at each
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Figure 4.19: Our method cannot handle cases where the desired local importance $I_l$ does not depend on proximity. The red level sets show that the propagation uses the geometric relationships to the chairs instead of the desk to do the propagation. This produces an unintuitive result.

grid point and compared to the shape context at the source pose. The quality of the best match at each position is shown in the background of each target room. The bed is placed at the pose with highest matching quality. Since shape contexts cannot match geometry related by a non-affine transform, no clear maxima can be found in the second, third and fourth rows of Figure 4.18 for the ‘SC Inner’ method. Our method, on the other hand, is neither constrained by a one-to-one mapping, nor does it require the source and target geometry to be related by an affine transform. It can find clear maxima and good positions in all of the rooms.

Distance-Based Local Importance Currently, the local importance $I_l$ of relationships is determined by a predefined equation based on distance to the source pose. In some situations, however, it might be preferable to base the importance on other criteria. Consider Figure 4.19, where the chair marked by the arrow is propagated from the left to the right room. The only relevant relationship for the chair is to the writing desk. The relationships to the chairs around the other table are irrelevant. However, as is illustrated with red level sets, the relationship to the two chairs is stronger and produces a higher maximum, resulting in an unintuitive placement for the chair. Similarly, scenes might be constructed where distant features are more important than nearby features. These situations can currently not be handled by our method, but we plan to explore strategies for learning $I_l$ from user interactions in future work.

Increasing Scene Difficulty Since our approach focuses more on the relationships of a pose to features than on the features themselves, our method favors scenes in which the quality of a propagated pose is defined mainly by relationships rather than matching quality. The similarity of two features is determined only coarsely, using high-level information such as the polygon area or segment arc length (see Section 4.4). For this reason, scenes with many simple features are best suited for our method (see Figure 4.20). Decreasing the number of relevant features while increasing their complexity reduces the effectiveness of our approach, and would make it necessary to incorporate more selective feature-matching algorithms. Although we could
Figure 4.20: Suitable types of geometry. We show three scenes with geometries that are increasingly difficult to handle for our approach. The left scene is well suited to our method; in the middle scene, we can still find good poses, while the right scene is not suitable. Since our method is based on relationships to features, not on feature matching, decreasing the amount of relevant features while increasing their complexity reduces the effectiveness of our approach.

Figure 4.21: We show three shapes with increasing noise from left to right. A single object encircled in red is propagated from the left shape to the two shapes on the right. Since we make no attempt to de-noise the shapes, noise can introduce false features like additional corners and segments that clutter pose space and reduce the propagation quality (middle shape) or even completely hinder propagation (right shape).

use more sophisticated feature-matching methods to compute the matching accuracy $I_m$, e.g., methods based on the local neighbourhood of a feature, this is not the focus of our method and we opted to keep the computation of $I_m$ simple.

Noise Similar to overly complex local structures, noise in the input shape influences the usefulness of our method. In our current implementation, we make no attempt to remove it. Consequently, adding noise to the boundary of shapes effectively increases their complexity and introduces many false features like additional corners and edges (see Figure 4.21). As explained in the last example, increasing the complexity of features decreases the efficiency of our method. Small amounts of noise can be handled (Figure 4.21, center), but at higher noise levels, false
features become more pronounced and clutter pose space, thereby obstructing good maxima (Figure 4.21, right). In future work, we plan to remove the noise in a pre-processing step, e.g., by adapting an L1 reconstruction method [2] or using bilateral mesh denoising [30] to preserve sharp features.

4.10 Summary

In this chapter, we have introduced the notion of geometric relationships for edit propagation in polygonal scenes. We have exploited the fact that for propagating object placements, mostly the object pose with respect to neighboring objects is relevant. Geometric relationships are more flexible and general than local coordinate systems, and we have shown that a local coordinate system can be constructed from certain relationships as a special case. The similarity of geometric relationships is a novel type of geometric analogy that can be used to find similar poses in shape arrangements that have a low degree of similarity. The method is suitable for propagating object placements in general polygonal environments, and we have shown an application to floor-plan editing, where it is especially useful when populating large layouts.

The advantage over knowledge-based algorithms is that no semantic knowledge about the environment is necessary, and since placements are specified by example, they can easily adapt to many different styles of floor plans. Compared to example-based methods that provide complete scenes as example, our method provides more direct user control; feedback is provided after each operation, and the user can adapt operations based on this feedback. Additionally, our method only requires a single example pose, no large database of example scenes is necessary.
CHAPTER 5

Multi-Example Geometric Analogies for Shape Arrangements

Figure 5.1: New York-style skyscrapers generated with the method presented in this chapter. Individual operations were learned in an example editing session. New skyscraper variations can be generated without user interaction.

5.1 Introduction

When modeling a complex three-dimensional scene like a city, several seemingly different modeling operations have to be performed: streets, parcels and building footprints have to be specified; the coarse shapes of buildings, their facades, and finally their interiors have to be
modeled. An important question is then if it is possible to use a single modeling paradigm to facilitate all of these operations. One recurring task in these modeling steps is to place shapes on a region, like windows and doors on a building facade, different buildings on a street layout, or furniture in a floor plan. In this chapter, we show that propagating these placements can facilitate several different modeling operations. An algorithm can analyze the neighborhood of given example shapes and search for qualitatively similar locations in the scene.

In the previous chapter, we presented an example-based editing system that computes the geometric relations of a single oriented example point to the rest of a 2D polygonal scene and then propagates the point to locations that are geometrically analogous to the example: locations that exhibit a similar set of geometric relations to the surrounding geometry. In that system, a user can only provide a single example placement, which is often not enough to uniquely specify the desired properties of shape placements. For example, a single placement is ambiguous when transferring a shape from a large rectangle to a small one: should the shape scale with the rectangle or keep the same size? Should it keep the same distance to an edge of the rectangle or to its center? Specifying multiple examples in rectangles of different size disambiguates the placement. Furthermore, representing shapes by a single point limits the class of relations that can be captured. For example, a user may want to place a balcony on a facade above a door and in front of two windows. In this placement, different parts of the balcony are constrained by different relations: the bottom part of the balcony needs to be close to a door, while the sides need to be close to two different windows. Placements of this type cannot be captured when representing shapes with a single point. Finally, only strictly 2D layout problems are considered.

In this chapter, we present a method to learn the placement of simple shapes (as opposed to mere points) in 2D polygonal scenes from a set of multiple example placements given by the user. We use the term placement to refer to the position, width and height of a shape. A model of the supposed user intent is built using the kernel regression method, for which we introduce a new distance metric between shape placements that works even if the placements have different numbers and types of geometric relationships. We prove that the kernel based on this distance metric fulfills the validity requirements for kernel regression. Furthermore, we show how the 2D placement method can be extended for 3D scenes using extrusion and Boolean operators. We show the application of our method in different domains, including placing elements in city layouts, on building facades, and on interior floor plans, demonstrating cases where previous methods fail. By recording user interactions and applying them to larger scenes under random variations, our example-based shape placement method can be used for more general modeling tasks as well, for example creating multiple variations of a modeled building.

5.2 Overview

The input to our method is a polygonal scene \( A = A_1, \ldots, A_n \), composed of a set of simple polygons \( A_i \), and a set of example placements of a shape \( S \) given by the user. \( S \) is a polygon, but we only consider the axis-aligned bounding boxes \( B = B_1, \ldots, B_m \) of the example placements to compute new placements, therefore a placement consists of four free parameters of the bounding box: the \( x \) and \( y \)-coordinates of the center position, width and height. Given these inputs, we learn a set of placement rules that allow us to find similar placements in the same polygonal
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Figure 5.2: The main steps of our method. Given a set of example placements, shown on the left in red, our method samples the placement bounding box sparsely (shown in green and blue) and computes a feature vector containing relationships to relevant scene elements for each sample, denoted in this example by $R_{cd}$ and $R_{bd}$. These feature vectors are used to train $n$ statistical models, where $n$ is the number of sample points per placement. The models predict good new positions on a dense grid of points, shown as heat map in the center. Candidate placements are constructed from pairs of maxima and scored using a combined statistical model for all sample points.

scene, or in other polygonal scenes that may be much larger than the original scene, without the need for further user input.

Intuitively, we want to learn the user intent from the example placements. In the case of city modeling, a user intent may be “20 cm below each window” on a building façade, or something less concrete like “close to a house but not close to a street” in a city layout. In many cases, a single example placement is too ambiguous to clearly reveal the intention of the user. A set of examples helps narrowing down the user intent.

Our notion of placement similarity is based on the geometric relationship of the bounding boxes to the surrounding geometry, described by a feature vector. We use relationship functions, as described in Chapter 4, such as the distance to a polygon boundary or the direction to a polygon corner, to compute the entries of a feature vector.

Two placements are similar if the distance (with respect to an appropriately chosen distance function) between their feature vectors is small. We use a non-Euclidean distance to compute the difference between feature vectors. The choice of distance function can be motivated by two observations: First, the exact value of the distance between two individual feature values is usually not relevant, it is only relevant whether the features agree (within a set tolerance) or not, e.g., it is irrelevant if a boundary distance at a point has a value of 100 or 1000 units if the desired value for the boundary distance is 1. Second, we use a large set of features that can model a large range of user intents. For a given input $s_i$, this set of features over-represents the user intent, i.e., two similar placements typically only agree in a small subset of the features. Therefore, a single unmatched feature should only have a limited contribution to the distance.

The smoothed $\ell_0$ (SL0) distance addresses both of these issues. It counts the number of features that disagree in their values instead of penalizing unmatched features based on the difference in values and is defined as $[78, 76, 23, 96, 99]$:
d(x, y) = D − \sum_{k=1}^{D} G(x_k - y_k|0, \sigma),
(5.1)

where \(x\) and \(y\) are two feature vectors, \(D\) is the dimension of the feature space and \(G(x|\mu, \sigma)\) is a Gaussian with mean \(\mu\) and variance \(\sigma\). Analogously, we define the SL0 similarity as

\[ s(x, y) = D - d(x, y) = \sum_{k=1}^{D} G(x_k - y_k|0, \sigma). \]
(5.2)

Using this notion of similarity, we proceed in three steps to learn the user intent and find similar placements, as shown in Figure 5.2:

1. Compute a feature vector for the bounding box \(B_i\) of each example placement.
2. Create a statistical model in feature space using linear regression with the SL0 distance on the example feature vectors.
3. Find new candidate placements and compute their similarity by evaluating the statistical model at their feature vectors.

### 5.3 Geometric Relationship Features

The geometric relationship of a bounding box to the surrounding geometry is described by a feature vector. For this purpose, the bounding box is sampled at a fixed set of points (five points in our implementation, the corners and the center of the bounding box), and the geometric relationship of each point to its surrounding geometry is computed as described in Chapter 4. The feature vector of the bounding box is then the concatenation of the sample feature vectors. In the following, we describe how to compute the feature vector for a single point, and how feature vectors can be compared.

#### Scene Elements

Recall that the geometric relationships presented in Chapter 4 describe the relationship of a point to elements of the scene. Similarly, we define elements to be the scene polygons themselves and elements of their boundary. The polygon boundary is subdivided into “smooth” segments that are comprised of edges without sharp angles and sharp corners that connect the smooth segments, giving us the elements polygon, segment, and corner:

- **a polygon** \(A\), defined by a sequence of vertices \(v_k, k \in \{1, \ldots, n_A\}\),
- **a polygon segment** \(g_j \in A\), defined as a sub-sequence of consecutive smooth vertices \(g_j = v_a, \ldots, v_b, a, b \in \{1, \ldots, n_A\}\). A vertex is called smooth if the dot product of its adjacent edges is above a threshold \((\frac{v_{b+1} - v_b}{\|v_{b+1} - v_b\|} \cdot \frac{v_k - v_{b-1}}{\|v_k - v_{b-1}\|}) \geq \epsilon)\), otherwise it is called sharp.

1See Appendix C for a proof that this similarity can be used as a valid kernel for regression.
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- a **corner** \( c_j \) of a polygon, defined by a vertex \( v_{k_j} \) that is shared by two adjacent segments \( g_{j-1} \) and \( g_j \). Corners correspond to sharp vertices.

**Relationship Functions**

The relationship functions described in Chapter 4 express a geometric relationship between a scene element and a point numerically. Unlike the previous definition, we use points instead of poses, discarding the directional information. Thus, our relationship function is a functional on points and elements:

\[
R : \mathbf{P} \times \mathbf{E} \to \mathbb{R}.
\]

We use a slightly different set of relationship functions between a point and an element than in Chapter 4, taking into account the fact that we do not require the pose direction.

- The **boundary distance** is defined as the minimum distance between a point and a polygon boundary: \( R_{bd}(p, A) = \min_{x \in b(A)} d(p, x) \), where \( b(A) \) is the boundary of \( A \) and \( d \) the euclidean distance.

- The **bounding-box coordinates** are a class of relationship functions that are defined as the x- and y component of the cartesian coordinates of a point relative to a polygon’s bounding box with origin at the bounding-box minimum, the bounding-box maximum and the bounding-box center, for a total of six relationship functions.

- The **normalized bounding-box coordinates** are defined similar to the bounding-box coordinates, but normalized to the width and height of the bounding-box. Also, since the normalized coordinates are invariant to scaling the element, we only use the bounding box minimum as origin, for a total of two relationship functions.

- The **segment distance** \( R_{gd}(p, g) \) is the same as the boundary distance, but considers only a segment \( g \in A \).

- The **segment arc length** is the normalized arc length between the location of minimum distance to a point \( p \) and the start of the segment. If \( x = \arg \min_{x \in b(g)} d(p, x) \), then \( R_{gl} = \frac{t_x - t_a}{t_b - t_a} \), where \( t_x \) is the arc length at \( x \) and \( t_a, t_b \) the arc length at the start and the end of the segment, respectively.

- The **corner distance** is the distance between a point and a polygon corner: \( R_{cd}(p, c_j) = d(p, v_{k_j}) \).

- The **corner ratio** is the angle that the direction from corner to point \( p \) makes with the start of the first polygon segment adjacent to the corner, normalized with the opening angle of the corner: \( R_{cr}(p, c_j) = \frac{\angle(p - v_{k_j}, v_{k_j-1} - v_{k_j})}{\angle(v_{k_j+1} - v_{k_j}, v_{k_j-1} - v_{k_j})} \), where \( \angle(a, b) \) is the angle between vectors: \( \angle(a, b) = \arccos(a/||a|| \cdot b/||b||) \).
Feature Vectors

The set of all relationship function values of a point can be arranged in a vector to give a feature vector. Since the relationship functions are evaluated for each scene element in the neighborhood of a point, the dimension of the feature vector depends on the number of relationship functions, as well as on the number of nearby scene elements. For example, point A may have a distance relationship to two nearby polygons, while point B may only have one nearby polygon.

This leads to the problem that feature vectors with different dimensions are not directly comparable: given two feature vectors $x$ and $y$, it is not clear which of the entries of the feature vectors can be compared. Each entry can be described by the pair (relationship type, scene element), e.g., one vector may contain the distance and direction to two corners, while a second vector may contain the distance and direction to three different corners. To compute the SL0 similarity, we need to find a one-to-one assignment between the entries of the vectors. Our strategy is to choose an assignment that maximizes the resulting SL0 similarity under two constraints: First, only entries with the same relationship types and element types can be assigned and second, entries corresponding to a single scene element in vector $x$ are assigned to only a single scene element in vector $y$.

The first constraint ensures that only comparable relationship values are assigned. The second constraint effectively reduces the feature-wise assignment to an element-wise assignment. Note that it would be possible to assign the relationships of one element in the first vector to relationships of different elements in the second vector, but we found that this usually only increases clutter without adding interesting placements.

To enforce the first constraint, we partition the feature vectors by element type (like corner, edge, etc.), and consider assignments only between elements of similar type. The second constraint allows us to consider assignments on a per-element level instead of a per-feature-value.
level. Note that the feature values between elements of similar type are trivially comparable since they have the same features.

More formally, let \( x_E \) be the subvector of a feature vector \( x \) with features corresponding to a scene element \( E \). Given two feature vectors \( x \) and \( y \) (where we assume a single element type without loss of generality), let \( E_x \) and \( E_y \) be the set of corresponding scene elements. We also define a weight function as

\[
S_{x,y}(E_i, E_j) = s(x_{E_i}, y_{E_j}),
\]

where \( s \) is just the SL0 similarity defined in Equation 5.2 with \( D \) being the number of relationship functions of the currently considered element type. To solve an assignment problem, the sets need to be of equal size, therefore we fill the smaller set with \( nil \)-elements. The weight function is set to 0 if a \( nil \)-element is involved. An assignment is then a bijective function \( f : E_x \rightarrow E_y \).

We look for the assignment \( \hat{f} \) that maximizes the utility function

\[
u_f(x, y) = \sum_{E \in E_x} S_{x,y}(E, f(E)),
\]

so that \( \hat{f} = \arg \max_f u_f(x, y) \). Note that since each term in the utility function is an SL0 similarity, the utility function is again an SL0 similarity, with \( D \) corresponding to the number of features for the current element type times the number of elements in the larger of the two feature vectors \( x \) and \( y \). Maximizing the utility therefore corresponds to finding the assignment with the maximum SL0 similarity. This assignment problem is well studied in graph theory, and we solve it using the Hungarian algorithm \([56]\). Finally, the overall adapted SL0 similarity is just the sum of the individual maximum utilities for each element type \( e \), and calculated as:

\[
\hat{s}(x, y) = \sum_e u_{\hat{f}_e}(x_e, y_e)
\]

\section{5.4 SL0 Regression}

The adapted SL0 similarity allows us to calculate the similarity of two placements. Using this, we want to evaluate how well an arbitrary new placement corresponds to the given placements. Since we characterize placements by their feature vectors, we need to operate in feature space, i.e., the space of feature vectors.

The input is the set of feature vectors \( Q = \{q_1, \ldots, q_n\} \) corresponding to the given placements, and a feature vector \( x \) corresponding to a new placement. While we could create a measure based on the similarities of \( x \) to the elements of \( Q \) (for example using kernel density estimation), this would overemphasize placements that are given more often by the user. Therefore, we assign a target value \( t \) to each \( q \in Q \), and use these to predict the target value of \( x \). In other words, we have to learn a function \( t(x) \) given \( Q \) and \( t = (t_1, \ldots, t_n)^T \). Target values can be between 0 and 1. Thus, the user can specify the preference for a placement. If no target values are given, we set all \( t_i = 1 \).

In machine learning, kernel regression is a method for learning functions that has several advantageous properties for our setting. First, it uses no fixed set of basis functions that need
to completely cover the space of possible functions – instead, it adapts to the given data points. Second, it can be expressed using a kernel function quantifying the similarity between two input elements. The kernel function can be chosen freely under some validity constraints. The disadvantage of kernel methods is that the evaluation can be slow because all input elements are used to represent the target function. However, in our case, the number of placements is low, so this is not a concern.

More concretely, we follow the definition of Bishop [10] of kernel regression, where the target function is calculated as

$$t(x) = k(x)(K + \lambda I)^{-1}t.$$  \hspace{1cm} (5.6)

Here, $\lambda$ is a regularization factor to avoid overfitting, and $k(x, y)$ is the kernel function, which is used to define the terms $k(x) = (k(q_1, x), \ldots, k(q_n, x))$ and $K$, the gram matrix of the kernel with:

$$K_{ij} = k(q_i, q_j).$$  \hspace{1cm} (5.7)

For the kernel, we use the adapted SL0 similarity defined in Equation (5.5):

$$k(x, y) = \hat{s}(x, y)$$  \hspace{1cm} (5.8)

with a kernel size proportional to the size of the placement. We will discuss kernel size in more detail in Section 5.7. We prove in Appendix C that this is a valid kernel function.

### 5.5 Finding Candidate Placements

Given the learned model $t(x)$, it is possible to determine the quality of any given placement with feature vector $x$. However, the space of all possible placements in the scene is four dimensional, and therefore an exhaustive search is not possible. For this reason, we need to reduce the set of candidate placements before evaluating the learned model.

Recall that the feature vector of a placement is a combination of the feature vectors of a set of sample points on the bounding box of the placement. If we start by looking for good placements of an individual sample on the bounding box (e.g., the lower-left corner), we can make use of the fact that the search space for each separate sample point is only two-dimensional. Let $p_{ij}$ be sample point $i$ of example placement $j$. We learn a statistical model $t_i(x)$ for each set of corresponding sample points $P_i = \{p_{ij} | j = 1 \ldots m\}$, where $m$ is the number of example placements. For this, we use the feature subvectors $x_{ij}$ corresponding to sample point $p_{ij}$ and use the same methodology as in Section 5.4.

Since the sample point positions are two dimensional, it is possible to compute the predicted quality for a dense grid of positions in the scene. We find the best positions $\hat{P}_i$ for each statistical model by non-maximum suppression with a small fixed radius on the grid of target values [51], and discard maxima below 10% of the largest maximum.

A full placement (i.e., bounding box) has four degrees of freedom, and thus it is possible to reconstruct placements by combining pairs of positions from different $P_i$. For each pair of positions $(\hat{p}_i, \hat{p}_k)$ with $\hat{p}_i \in P_i$, $\hat{p}_k \in P_k$ and $i \neq k$, we construct one candidate placement,
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Figure 5.4: Candidate placements and ranking. Given the facades and the red example balcony placements shown in (a), candidate placements are found using individual sample points (b). The score for the lower left corner is shown as heat map. Ranking the candidates based on individual sample scores results in undesirable placements (c, marked by red arrows, highest score is red, lowest is blue). The combined model includes information about the entire placement and the combined score gives better results (d). Finally a user can adjust a score threshold to get only the placements most similar to the examples (e).

except for the degenerate cases where the two points lie on the same bound-box edge. See Figure 5.4 for an example of candidate placements on a simple facade.

For each candidate placement with full feature vector $x$, we then calculate its target value $t(x)$ (which uses all sample points on the bounding box), thus obtaining a list of ranked placements. Using the full feature vectors, only placement that are consistent across samples get a high score. Figure 5.4 shows the difference between a ranking based on the feature sub-vectors (c) and the full feature vectors (d). In this example, using the full feature vector ensures that the lower left and upper left corners of a placement have relations to the same window, thereby avoiding bad balcony placements. The list of candidate placements can still be quite exhaustive and contain low-quality placements. Furthermore, the target value only takes into account the geometric relations to surrounding objects, but not geometric properties of the placements itself. Therefore, we apply a number of filters and modifiers to it:

- Remove placements with a target value lower than 10% of maximum score, to filter out low-quality placements.
- Penalize placements where the bounding box gets deformed too much, described in more detail below.
- Remove placements with negative width/height to avoid mirrored placements (if desired by the user).
- Remove overlapping placements, starting with the lowest score.
- Further application-specific filters, which will be described later, such as removing placements that intersect geometry with labels that were not intersected by the example placements.

To penalize deformations, we compute the change in the width/height ratio and the area. Let $w, h, A$ be width, height and area of a placement, and $w_e, h_e, A_e$ the corresponding average
values over all example bounding boxes \( b \in B \). Then the changes are rated by Gaussians with user-specified tolerance \( \text{tol}_{wh} \) and \( \text{tol}_A \):

\[
t'(x) = t(x)G(\log\left(\frac{w}{h}\right), 0, \text{tol}_{wh}^2)G(\log\left(\frac{A}{A_e}\right), 0, \text{tol}_A^2).
\] (5.9)

The adjusted target value \( t' \) is then used to present the user a set of placements with descending placement quality, in a form determined by the application (e.g., color coding). Note that we employ only this very basic form of shape matching since the focus of our method lies on matching the relations of placements to other scene elements, rather than the geometric properties of the placements themselves.

5.6 Applications

The proposed algorithm can handle 2D applications like building placements in the parcels of an urban street plan without modifications. Here, the parcels are given as polygons and building footprints can be modeled by either single polygons or the union of several polygons. After giving several example placements, each building polygon can be transferred to all remaining parcels. Even in 2D placement tasks, some extensions like labels or hierarchical subdivision are useful and described in the following.

Most applications, however, involve 3D geometry, where placements are done on surfaces. Furthermore, if the placed objects are assigned a height, mass modeling becomes possible. For 3D scenes, we thus introduce several extensions, in particular surfaces to act as domains for placement, and extrusions and Boolean operations to allow for mass modeling.

Finally, we show how to record learned results to transfer them to other scenes.

These extensions allow us to apply the method to implement several steps in a 3D city modeling pipeline, including building placement on parcels of a street network, mass modeling from the building footprints, facade modeling, and furniture placement. Results for this application will be shown in Section 5.7.

2D Extensions

The following two extensions are useful in pure 2D placement tasks as well as in the general 3D case described further below.

Element Arrays Instead of scaling elements to fit their placements, we can also keep their original size and repeat them instead, resulting in an array of elements for placements of larger size. By specifying a minimum distance between the repeated elements, we can create large arrays of objects like windows in a single operation. The choice between scaling or repeating can be specified separately for the width and height dimensions.

Labels Since our focus does not lie in object recognition, we assume that all elements of the scene are labeled according to their semantics (e.g., window, door, facade), and set entries in the weight function \( S_{x,y} \) (see Equation 5.3) for pairs of elements with different labels to zero. This
avoids cases where two placements might be considered highly similar because each of them has a similar geometric relation to a feature, but the two features are of different object types (e.g., a window and a door).

**Polygon Hierarchy**  Usually, complex layouts such as facades or street plans can be naturally divided into several disjoint areas where the elements are placed independently. For example, using a structure where each parcel in a street layout resides in a separate node, the learned layout is not influenced by neighboring parcels, which is usually desirable. To generalize this notion to arbitrary polygonal scenes, we create a hierarchy of polygons, as suggested by Guerrero et al. [42]. A polygon $A_p$ is parent of a polygon $A_c$ if it contains $A_c$ or if the polygons intersect and $A_p$ has a larger area. The parent polygon of a point $q$ is defined as the smallest polygon containing the point. Additionally, each polygon has a main orientation. All elements and placements share the orientation of their their parent. When computing the feature vector $x_q$, only relationships to elements that have the same parent as $q$ are considered.

**3D Extensions**

Since our method operates on two-dimensional domains, we cannot apply it directly to three-dimensional city models. Instead, we apply our method to planar parametrized surfaces in the scene and introduce operations to build interesting 3D models from planar polygons.

**Surfaces**  are either created and parametrized automatically as part of the mass modeling operations described below, or the surfaces and their parameterization are defined by the user. All elements in the scene are placed on a surface, e.g., a house is placed on the parcel surface, and a window is placed on the facade surface. On such a surface, the elements are represented as two-dimensional polygons, corresponding to the projection of the elements onto the surface. Relations are only computed inside a surface, not between surfaces.

**Extrusions**  New 3D elements may also be introduced through the extrusion of polygons. For example, the layout of a building may be extruded to create the basis for a building model. Planar surfaces are automatically found and parametrized on the extruded mesh. Polygons are always extruded in a direction normal to their surface with a height specified interactively by the user. An optional random multiplier can be applied to the height to add variation to the resulting elements. Straight boundary segments of the polygon correspond to planar surfaces on the extruded 3D element. Finally, a roof or a flat cap can be added to the bottom or top side for a more realistic appearance.

**Boolean Operations**  To construct more interesting 3D shapes, we can combine several elements using boolean operations such as unions or subtractions. This allows the creation of more complex building mass models with variation introduced by the placement of the individual elements. Boolean operations are applied in two ways: Either by merging or subtracting one or several elements with/from their surface, or by or merging intersecting elements on the same surface.
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Figure 5.5: Typical operations performed in our editor. In a placement operation (top row), an element is dragged from the element library (light blue) to a surface in the scene and resized if necessary. The same operation is repeated for each example element. Results of the propagation to several buildings are shown in the bottom row.

Operations Tree

Each modeling operation is recorded in an operations tree. The result of a modeling session can be applied to a different scene without user interaction, for example, applying a specific style to a given basic building shape (an example might be a saloon or a run-down hotel) or creating a small diverse city section from a given set of parcels. The specific operations are:

Placement, which finds new placements in a given input scene from the bounding boxes of a set of example elements. The recorded information consists of the mesh that is to be placed, as well as the learned target functions \( t(x) \) and \( t_i(x) \) (i.e., the example placements are discarded as their information is now stored in the learned model, and can thus be applied to any input scene).

Extrusion, which extrudes a given set of polygons to create new meshes and surfaces.

Boolean Operation, which merges or subtracts an element from its own surface, or subtracts/merges all elements on the same surface that intersect the given element.

Selection, which selects elements either by label, or orders them randomly into \( n \) disjoint sets.
Figure 5.6: Mass model editing of a skyscraper. The mass model shown above is created with several edit operations in the order indicated by the red circles. In each operation, the red shape is placed and extruded along the red arrow. In steps 1-8, 12 and 13, this is followed by a Boolean union with the parent surface. In steps 9-11, a Boolean subtraction is used instead. Step 7 and 8 cap the extruded mesh with a roof.

The tree is defined by connecting the input elements and output elements of corresponding operations. The tree limits the scope of operations to a specific branch of the tree, so that by using the Selection operation with disjoint sets and applying a different operation to each set, different branches of the operations tree can be applied to different sets of elements, increasing the variation of the resulting scene.

Workflow

We have created an application prototype that implements the described operations. Since 2D scenes are a special case of a 3D scene with just one surface, this application can handle a number of different scenarios, in particular all the mentioned steps of a city modeling pipeline: building placement in parcels, mass modeling of buildings, facade generation, and interior modeling.

In a typical workflow, creating a scene starts with a basic layout, for example, a layout of the parcels in a city scene or the layout of rooms for interior modeling. In a complex scene, the user typically only works on a small representative subset of this basic layout. Geometry is
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created by dragging labeled meshes or polygons from an object library to surfaces in the scene, resizing them, and then propagating them to the rest of the scene using the placement operation. Figure 5.5 shows a typical operation in our prototypical editor. Propagated polygons can then be extruded to 3D shapes and more complex shapes can be modeled using Boolean operations. In Figure 5.6, we show the operations needed to create the mass of the skyscraper. In each operation, the red shape is placed and extruded in direction of the red arrow, followed by a Boolean union or subtraction from its containing surface. Most of the extrusions have a randomized height, and steps 3, 5 and 10 are optional branches of the operations tree, adding variation to the resulting models. Finally, operations 3-6 are performed with different shapes, like octagons, in different branches of the operations tree.

Before performing an operation, the user selects a leaf node in the operations tree. This leaf node provides the input of the new operation and becomes its parent. The finished operations tree can then be applied to the large scene without user interaction. If needed, the operations can be split into several subtrees that can be created independently as long as the operations do not influence each other. For example, it is possible to work on the base and the top of a skyscraper separately and then merge the separate trees before applying them to a new scene.

5.7 Results

Example Scenes We demonstrate our method on three example scenes modeled in a simple Matlab prototype of our method, in each of which various steps of a city-modeling pipeline are implemented using our method:

A large city scene shown in Figures 5.7 and 5.8, where we populate the parcels in a street layout of Tempe, AZ, with buildings of three different types. All parcels have an orientation that points towards the street-facing side and are labeled either ‘house’ or ‘apartment building’, corresponding to the type of building placed into the parcel. Three types of houses are generated in the parcels: two types of family houses and one apartment building type. Three operations trees, one for each type, were generated in three editing sessions to implement the mass-modeling and facade generation steps. The Example scenes contained 7 houses each and 2–6 examples were provided for each operation. Note how the building shape and consequently the facade details are determined by the parcel size, creating varied house models. Other sources of variation are the random selection of alternative branches in the operations tree and the use of random extrusion heights, as described in Section 5.6. A total of 135 operations (including selections) were used to create all three building types.

A scene with New York style skyscrapers, where we apply an operations tree to rough footprints of the skyscrapers, is shown in Figure 5.1. The operations tree was generated in four editing sessions, one for the building mass and one each for the base, mid and top facades. Nine skyscrapers were part of the example scene and 2–8 examples were provided in each operation. Variation is generated in part through the skyscraper footprints and in part through random selection operations and extrusions with random height. A total of 146 operations were used in the four editing sessions.

A kitchen scene, where we apply an operations tree to single rooms. See Figure 5.9 for 16 kitchen scenes, each viewed from two different angles. Typically, in interior modeling, a given
Figure 5.7: City scene. Three different types of houses (condominium building, two-story house and one-story house) were generated in three edition sessions. The resulting operations tree was applied to the four city maps shown as lines on the ground of the overview shots on the upper left. Given a set of labeled parcels, large city areas can be generated by our method without further user interaction.
Figure 5.8: Additional views of the city scene. Close-ups of individual streets and houses are shown.
Figure 5.9: Kitchen interiors generated by our method. Starting from a labeled room shape, we generate the 3D model of the kitchen, including furniture, walls and windows. Two views are shown for each kitchen.
empty room is filled with furniture, so the starting point of this example is a polygon defining the shape of the room and a label indicating the walls that are to contain a door. The example scene contained 9 kitchens and 2–6 examples were given in each operation. Note how the furniture adapts to the shape of the room creating variation. Additionally, alternative branches in the tree were used to place different window styles and furniture models. The operations tree consists of 85 operations.

**Computational Complexity**  The computational complexity of the method mainly depends on the number of example placements $N_e$, the number of points $N_p$ in the position grid defined in Section 5.5, and the maximum number of elements $N_f$ with the same label and type in the example feature vectors. Since we use a kernel method, the feature vectors of all grid points have the be compared to the feature vectors of all example placements. For each pair of feature vectors, one assignment problem has to be solved for relevant subvector as defined in Equation 5.3, with a maximum size of a subvector given by the number of elements with same type and label. The resulting computational complexity is $O(N_e \times N_p \times N_f^3)$. In practice, $N_f$ does not depend on the scene size, since increasing the scene complexity usually only increases the number of independent surfaces or hierarchy polygons, while the number of mutually dependent elements inside these areas stays relatively constant. For example, when adding more houses to a city
Figure 5.11: Learned importance of individual relationships. A mirror placement between a basin of fixed size and a lamp of varying width is learned from two examples. Scores of individual relationships are shown as heat map on the right. For more information on the relationship types, see Section 5.3.

scene, the number of facades increases, while the number of elements inside each facade remains relatively constant. \( N_e \) is usually independent of the scene size as well, typically a user provides 2-10 example placements. This leaves only the term \( N_p \) that directly depends on the scene size, giving our method a linear time complexity in practice.

Comparison to Previous Work  Our method is based on the geometric relationship functions described in Chapter 4. In the following we discuss the main differences to this method. First, we propagate placements based on relationships at multiple points instead of poses based on relationships at a single center point. In our scenes it is often necessary to adapt the size of an element to the surrounding geometry, for example to adapt the width of a balcony to the width of the facade, as shown in Figure 5.10a. Pose propagation is rigid, and the relationships at a single center point do not provide enough information to adapt height and width of an element. Our method computes relationships at several points on a shape and adapts height and width to maximize the relationship similarity at each point. Second, we learn from multiple examples instead of a single one. This allows us to disambiguate placements, i.e., to learn which relationships are important. Consider Figure 5.10b, here a flower box is placed under a window that happens to be above a door. With only a single example, the relation to the door and to the window are equally important, and consequently flower boxes are also placed above all doors. With multiple examples, the user intent becomes clear and flower boxes are only placed under windows.
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Figure 5.12: Effects of changing the kernel size. In two examples, a small roof is placed between a door and a window (left). The score for the lower left edge point is shown as heat map. The upper row window is strongly misaligned, the lower row window only slightly. \( \tau \) denotes the kernel size. With a small kernel size, both misalignments are too strong to be considered similar to the examples, while with a big kernel size, both misalignments are considered similar.

Relationship Influence The influence of each relationship type on the score of a point is determined by the kernel. In Figure 5.11, we show the most important relationships learned from two sample points of two example placements. Note that the lamp varies in size, but like the example placements, the mirror remains at the size of the basin. The effect of learning the examples is observable in the low weight of the normalized bounding box width relationship to the lamp (second column, top row), compared to the same relationship in the bottom row.

Kernel Size The size of the SL0 Kernel is determined by the variance of the Gaussians in the SL0 similarity. Each relationship type defines a variance based on its range of values, e.g., a directional relationship needs a different variance than a relationship that computes an absolute distance. Relationships based on an absolute distance use the bounding-box diagonal of the placement to normalize the variance. We can additionally multiply the variances with a constant factor \( \tau \) to control the precision of the placements. Figure 5.12 shows the effect of changing \( \tau \). Lower values increase precision and decrease tolerance, while higher values do the opposite. A good value of \( \tau \) is a consideration between precision and tolerance. We use \( \tau = 1 \) in all our examples.

Limitations
When creating an operations tree and learning example placements, the example scene should be representative of the types of scenes the operations tree is intended for. Consider Figure 5.13, where an operations tree was generated from single-floor buildings only. When applying the operations tree to buildings with two floors, there is ambiguity that is not resolved by the examples. For example, should the entrance be placed in the first or second floor, or should it cover both
5.8 Summary

In this chapter, we have presented a method for placing shapes by example in 2D scenes. In contrast to the method presented in the previous chapter, which is limited to a single example and a single representative point, we can take multiple example placements into account, as well as the rough shape of the examples. This is made possible by using kernel regression to learn the user intent, and by introducing a new metric on feature vectors that can deal with feature vectors of different types and dimensions. We further generalize the 2D placement operation to 3D scenes using extrusion and Boolean operations, which makes it possible to apply the method for a wide range of modeling tasks. Using an operations tree that can record the operations carried out by the user, modeling sessions can be applied to different scenes automatically. For example, we have demonstrated how several steps in a city modeling pipeline can be efficiently carried out using our application prototype.

Different to previous work in modeling-by-example, we use individual operations as examples instead of complete scenes. This gives the user more direct control over the result, and the information gained by having knowledge of individual modeling steps allows a better prediction of the user intent. Additionally, individual operations have fewer degrees of freedom than

Figure 5.13: Results of applying an operations tree learned from unrepresentative examples. The operations tree for a family house was learned on single-floor buildings (bottom row). When applied to two-floor buildings, there is ambiguity that results in unexpected element placements (top row). Providing additional examples on two-floor buildings would help resolve the ambiguity.

floors? Since our method operates on a purely geometric level, these questions can only be resolved by providing additional examples.

Since our method operates on bounding boxes only, the orientation of elements is not considered. It is not possible to learn a placement that aligns the orientation of an element to some neighboring element. However, in city scenes, elements that share the same polygon hierarchy parent often share the same orientation. For example, elements on a facade are all aligned with a common orientation. In future work, we would like to generalize our placements to more general oriented bounding boxes, although the additional degrees of freedom would make the search for candidate placements more difficult.
complete scenes, making it possible to successfully learn from fewer examples. Consequently, our method does not require a large database of example scenes.
Summary and Conclusions

Shape modeling is a broad area of research where a large variety of approaches can be successfully applied to make a modeling task more efficient. We have discussed current work in two main research directions: analyze-and-edit methods and modeling by example, as well as edit propagation as a specialization of modeling by example. Procedural modeling is a third major area of research, but is less related to our work. Although it is difficult to formulate a concrete goal for shape modeling, one desirable long-term result is a method that has a similar level of autonomy as a human modeler, where the user only needs to provide high-level directives or examples, as if instructing a person. This touches on many different areas in computer science, including machine learning, artificial intelligence, shape understanding and shape similarities. Specifically, learning a high-level specification of the modeling task and domain-specific knowledge from as few examples as possible is still a challenging task.

Although the presented work provides new ideas to tackle this challenge for scenes containing deformable objects or shape arrangements, allowing for novel modeling operations that can significantly reduce the effort to model these scenes, the wide variety of semantically similar but geometrically distinct objects, or the more complex relations found in many scenes that may not only depend on geometric information still pose major problems that require finding additional solutions.

6.1 Key Contributions

The central idea of our work is to focus on geometric analogies, that is, similarities between shape relations, as opposed to similarities between shape properties. We propose several novel geometric analogies that we use as main component in edit propagation methods, allowing for modeling operations that are not achievable with the current state of the art and that can help to significantly reduce the modeling effort for scenes containing deformable objects or shape arrangements. Specifically, we provide key contributions in two main areas:
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Edit Propagation in Deformable 2D Shapes  Edit propagation in deformable shapes is a difficult problem, because it typically requires establishing a dense mapping between the shapes. Matching deformable shapes is known to be hard for several reasons: adequately modeling the deformations and finding matched regions that are related by deformations with many degrees of freedom while robustly handling noise and missing model parts are challenging problems. In our work, we present a novel similarity measure called Transformation Parameter Similarity that can be used to efficiently match regions related by strong deformations that are locally approximately structure-preserving, such as strong bending or tapering. We show that unlike previous approaches, this method is robust to occlusions and can handle sparse and uneven point correspondences in strongly deformed shapes. A dense mapping can be established between similar shapes, which allows propagating local edits or properties such as texture.

Edit Propagation in 2D Shape Arrangements  While establishing a dense mapping between shapes is one possible method to propagate edit operations, it is not always applicable. When editing shape arrangements, similar locations in these arrangements can be identified even if the arrangements themselves are dissimilar. This is evident in floor plans, where rooms may have different shapes, but similar furniture placements can be found in each room nonetheless. Shape matching methods cannot be used to find these locations. We propose a method based on simple geometric relationships, such as the distance to a shape boundary or the direction to a shape corner. Similar locations are defined as points that have as many of these simple geometric relationships in common as possible. This conceptually simple method allows us to efficiently find similar locations in dissimilar shape arrangements. We show that this simple geometric analogy can be used in an edit-propagation framework to populate large scenes like floor plans with plausible furniture layouts consisting of hundreds of objects using relatively few edit operations.

In further work, we show that using multiple example placements for edit propagation instead of a single placement can significantly improve prediction of the user intent. Additionally, we allow the placement of bounding boxes, instead of simple points with an orientation. Here multiple example placements, which define position, width and height of the bounding box, are given, and a probabilistic model is trained on simple geometric relationships of the box to the shape arrangements. This allows placing objects that adapt their width and height to best fit the given scene. Finally, we present extensions that enable propagation and generation of shapes in 3D scenes. We show that this method can be used to generate large and complex city scenes and interiors using few edit operations.

6.2 Outlook

An interesting future direction in the area of deformable shape matching is to expand the definition of our Transformation Parameter Similarity to include branching shapes, which are represented by branching surfaces in transformation space. This would allow texturing branching structures like trees for example. Additionally, adapting this method to other types of transformations should be straightforward. Also, the core of our method is input agnostic, suggesting an extension to raster images and 3D shapes as possible areas for future work. Applying Transformation Parameter
Similarity to raster images would only require reasonably stable image feature descriptors, and a 3D extension might even benefit from the richer information provided by the 3D surface.

To model more complex relations in scenes consisting of shape arrangements, it would be interesting to investigate relationships that relate to more than one feature, for example to encode relationships like “between feature A and feature B”. Another promising direction could be to examine the relation between edit propagation and modeling by example where entire scenes are given as example. For this purpose, it would be interesting to create a method that propagates the placements of all objects in a room at once and automatically handles mutual constraints to eliminate the dependence of the resulting object arrangements on the order of operations.

A more difficult problem, a solution to which could greatly help simplify modeling tasks, is to propagate placements of objects that are allowed to adapt in more than just their width and height to the surrounding shape arrangement. This could be realized by capturing additional relationships between individual points of the example object. Thus, more complex placement operations, such as placing a longer carpet that could adapt to the shape of the target room, could be accomplished.

6.3 Conclusions

Shape modeling is an active area of research, and there is certainly no lack of problems to solve. Increasingly complex scenes like cities, terrains, or even whole planets need to be modeled. Methods need to simplify these tasks to make them feasible, while still producing the results that the modeler expects. Like in the related area of shape similarities, the goal of this research is not well-defined, but rather depends on the human understanding of shape. A good method is defined as producing intuitive results, that is, predicting the modeler’s intentions and expectations, given just a limited amount of geometric data. While this is an ill-defined problem that does not have an optimal solution, several current methods find partial and approximative solutions that are useful to assist the user in modeling tasks. The work presented in this thesis presents conceptually simple geometric analogies in edit propagation frameworks that can be used to significantly simplify the modeling of complex scenes.
Local Contour Descriptors to be Used With the TPS Method

As mentioned in Section 3.3, the local descriptors used for our method based on Transformation Parameter Similarity are interchangeable. In this chapter, we describe one possible choice of local descriptors for shapes given as contour segments, based on the well-known Shape Contexts [7].

To define the placement of the descriptors, we sample the shape contours with a discrete set of points. Sampling is performed depending on local contour curvature, creating more points in regions of high curvature [22]. In order to prevent straight lines from being undersampled, a fixed minimum distance (about one percent of the major image dimension) to neighboring points along a contour is always respected. The orientation of each descriptor is aligned with the local tangent at the contour sample. When comparing two descriptors, both possible orientations are tested. To determine the scale of a descriptor at a contour sample, we compute a scale-invariant average of the contour curvature around the sample. To make the average scale-invariant, we cannot use an averaging kernel with a fixed arc length as radius, since the arc length is not scale-invariant. Instead we fix the curvature integral, which is invariant to scale, and measure the arc length of a contour interval with fixed curvature integral. Intuitively, we measure how far an imaginary person would need to walk along to contour, starting at the contour sample, to turn by a fixed given angle (the absolute angle is taken; left and right turns sum up). When scaling a shape, this measure scales proportionally. The walk distance corresponds to the arc length $\alpha$ and the turn angle to the fixed given curvature integral $c$ along the contour. The scale is then proportional to $\frac{\alpha}{c}$. We found that this value is a robust measure of the contour line scale.

Now that the position, scale and angle of all descriptors is defined, we proceed to compute the descriptor signature, i.e. a vector that describes the geometry in the local neighborhood of the descriptor. The Shape Context descriptor [7] provides such a signature and is known to work well on shapes given as point sets. We describe a slightly modified version that is more robust to background clutter and slight variations in the position of contour lines. The local area around a point is discretized into $N$ bins, each bin holding the weighted average of all contour tangents inside a fixed distance from the bin center and a weight describing the distance of the bin center.
Figure A.1: We store the distance to the contours and the average contour normal in each bin of the shape contexts. The distance is shown on the left, the right side shows the average tangent per bin.

to the closest contour (see Figure A.1). The distance weight for bin $k$ of shape context $i$ is defined as

$$d^k_i = max(0, 1 - \frac{d_c}{d_{max} r_i})$$

where $d_c$ is the distance of the bin center to the closest contour line, $r_i$ is the radius of the shape context (i.e., the distance of the farthest bins from the center of the shape context) and $d_{max}$ is a maximum distance defined by the user. This function models a linear falloff in a band around the
contour lines, improving the robustness of the shape context to slight variations in the positions of contour lines. The constant $d_{\text{max}}$ controls the width of the falloff, we determined empirically that 0.3 is a good value. The tangent for a bin $k$ is a weighted average over the tangents of all neighboring contours inside the radius $d_{\text{max}}$, with weights based on the distance to the bin center.

Before comparing two shape contexts, we align their frames of reference. The matching confidence for two aligned shape descriptors is then

$$f_{ij} = \frac{\sum_k d_k^i d_k^j (1 - ||g_k^i - g_k^j||^2)}{\sum_k d_k^i d_k^j},$$

where $g_k^i$ is the average tangent in bin $k$ of the shape context $i$. Note that this confidence measure is different from the original measure proposed by Belongie et al. [7]. Our measure reduces the effect of background clutter by rewarding matched bins, rather than penalizing unmatched bins. The first term $d_k^i d_k^j$ inside the sum measures the agreement of the contour line positions in both shape contexts. Note that this term is only nonzero if the contour lines are within a threshold of $2 \cdot d_{\text{max}}$. For contours that are present in one shape context, but not in the other one, the first term is zero and the sum remains unchanged. The second term measures the agreement of the contour line orientations.

All pairs of descriptors with high matching confidence can be used to form the first-order correspondences $(p, \tau)$ as described in Chapter 3, where $\tau$ are the parameters of the transformation from the local reference frame of descriptor one (including position, orientation and scale) to the local reference frame of descriptor two.

If the contours are noisy, the orientations of the shape context and consequently the rotation parameter of first-order correspondences become less reliable. Since the transformation of a correspondence is defined as $T(t_x, t_y, s, r) = T^L(t_x, t_y) * T^S(s) * T^R(r)$ (see Section 3.2), this also affects the translation parameters by an amount proportional to the distance between the correspondence and the coordinate origin. The correspondence refinement step alleviates this problem. To further improve the stability of the translation parameters in the presence of unreliable descriptor orientations, we could dynamically change the coordinate origin when computing the gradient of the translation parameters. When computing the linkage weights $a_{ij}$ (Equation 3.6 in the paper), we can re-compute the translation parameters of both correspondences $(q_i, \tau_i^*)$ and $(q_j, \tau_j^*)$ before computing the difference quotients by moving the coordinate origin to the query point $q_i$ of the first correspondence. The new translation parameters for both correspondences $(q_*, t_*)$ with $* = i$ or $j$ are then $(t_x, t_y) = (p_* - q_i) - T^S(s_*) * T^R(r_*) * (q_ - q_i)$, where $p_* = T(\tau_*) * q_*$ is the target position of the correspondence. Note that this results in an asymmetric linkage-weight matrix. To re-symmetrize it, we can take the minimum of $a_{ij}$ and $a_{ji}$ for each entry of the matrix.
Transformation Space Visualizations

In Figures B.1 – B.4, we show visualizations of the transformation space of several example images. In the top row of each figure, refined first-order correspondences for the scene on the left are shown in shades of gray, where darker correspondences have higher confidence. In the bottom row, we show the $N$ best matches found by our region-matching step, the subsets of correspondences defining each matched region are shown in different colors. $N$ is picked by the user after the regions have been found. The goal during the region-matching step of our method is to find subsets of refined correspondences that form transformation functions with low Jacobian magnitude, as shown in the bottom row. The center of the figure shows plots of the individual transformation parameters of all correspondences, while the rightmost plot shows the correspondences in three of the four transformation-space dimensions. Note how the first-order correspondences form separable clusters in transformation space (rightmost plot). Additionally, each cluster forms a transformation function with low Jacobian magnitude (see the four central plots). The caption of each figure additionally provides the inlier ratio of the first-order correspondences and the inlier ratio weighted by the confidence of the correspondences. Low numbers indicate that there is a significant amount of clutter in transformation space, suggesting that the global analysis of correspondences performed by our method is indeed necessary to identify the inliers.
Figure B.1: A simple example where the shape of the clusters in transform space is clearly recognizable. There are a total of 5759 refined first-order correspondences and the inlier ratio is 2.62% (weighted: 12.99%).
Figure B.2: The snakes image shown in Chapter 3. Note how the repeating pattern of the skin creates a lot of high-confidence outliers. There are a total of 2551 refined first-order correspondences and the inlier ratio is 2.47% (weighted: 4.18%).
Figure B.3: The fish image shown in Chapter 3. The background clutter produces a large amount of low-confidence correspondences. Note that we cannot simply threshold the correspondences, as matched regions contain both low- and high-confidence correspondences. There are a total of 7810 refined first-order correspondences and the inlier ratio is 4.34% (weighted: 19.65%).
Figure B.4: The butterflies image shown in Chapter 3. Like in the fish image, the background clutter produces a large amount of low-confidence correspondences. There are a total of 5668 refined first-order correspondences and the inlier ratio is 12.35% (weighted: 29.60%).
Validity of the SL0 Kernel

C.1 Overview

In Chapter 5, a model of the user intent for placing shapes is learned from a few example placements using a kernel regression method. We use a kernel based on the smoothed \(\ell_0\) distance, defined in Equation 5.8. In this chapter we show that this kernel is valid. We first expand the definition of the kernel using equations (5.5), (5.4), and (5.3), and define \(f\) as the combination of assignment functions \(f_e\) for all element types. The resulting expression we call the SL0 kernel:

\[
k_{\text{SL0}}(x, y) = \sum_{E \in E_x} s(x_E, y_{f(E)}).
\] (C.1)

To prove this is a valid kernel, we first show that, given a set of example feature vectors \(Q\), the kernel evaluated between an example vector and any other feature vector is equivalent to the SL0 similarity in a high-dimensional space:

\[
k_{\text{SL0}}(q, x) = s(q', x')
\] (C.2)

for suitable vectors \(q'\) and \(x'\). Then we proceed to show that the SL0 similarity is a valid kernel.

The SL0 kernel is equivalent to an SL0 similarity in a different space. The example feature vectors \(q \in Q\) are not part of the same vector space, since they generally do not have the same number of entries. To get the vectors into a common space, we expand them to include entries for all possible relations in the scene, i.e., the common space has dimension \(n_{er} = \sum_{i=1}^{n_e} n_{ir}^i\), where \(n_e\) is the number of elements in the scene and \(n_{ir}^i\) the number of relations for the type of element \(i\). Missing entries are filled with nil values that always result in zero SL0 similarity. We denote the expanded vectors \(\hat{q}\). Feature vectors \(x\) are expanded using the same operation to give \(\hat{x}\). Since our kernel is a sum over the SL0 similarities of individual entries, and the assignment \(f\) maximizes this sum, it is easy to see that the result of the kernel applied to the expanded feature
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Since both $\tilde{q}$ and $\tilde{x}$ are extended, their sets of corresponding elements $E_{\tilde{q}}$ and $E_{\tilde{x}}$ are both equal to the set of all elements $E$. The assignment operation $f$ can therefore be expressed as a permutation on the entries of $\tilde{x}$. Since the assignment is generally different for each example vector, a different permutation is needed for each $\tilde{q}$. To express the different permutations in a single vector, we append the $|Q|$ permutations of $\tilde{x}$ into a single vector $x'$. We denote the expanded example vector $q'_i$. Note that this is just a reformulation of the operations performed by the kernel, and again, the result of the kernel applied to the further expanded vectors is identical to the kernel applied to the original vectors on the one hand, and equivalent to the SL0 similarity $s(q'_i, x')$ on the other hand. In Section C.2, we prove this fact more formally.

**SL0 similarity is a valid kernel.** Next, we prove that the SL0 similarity of two vectors is a valid kernel in the sense defined by Bishop [10]. To do so, we show that the SL0 similarity can be constructed from simpler kernels that are known to be valid. The Gaussian kernel

$$k_G(x, y) = G(x - y | 0, \sigma)$$

(C.4)

is known to be valid (see [10], Section 6.2). Then by repeatedly applying the kernel construction rule (see [10], Equation 6.21)

$$k(x, y) = K_a(x_a, y_a) + K_b(x_b, y_b),$$

(C.5)

which states that the left-hand side is a valid kernel if the kernels on the right-hand side are valid, we see that $k_{SL0}$ is a valid kernel, q.e.d.

In Section C.3, we give a different proof of the kernel validity, which is based on a reconstruction from basis functions, and allow an interesting visualization of these basis functions.

**C.2 Formal proof of validity of feature vector permutation**

In this section, we prove more formally that the kernel evaluated between a vector in $Q$ and any vector $x$ is equivalent to the SL0 similarity of the corresponding expanded vectors $q'$ and $x'$.

The bijective function $f$ that assigns elements of $\tilde{x}$ to elements of $\tilde{q}$ is a permutation. Let $P_{x,i}$ be the permutation matrix that assigns elements of $\tilde{x}$ to elements of $\tilde{q}_i$ and expand each row and column by the number of relationship types for the corresponding element. Zero entries are expanded with blocks of zeros, non-zero entries are expanded with identity matrices (recall that only elements of the same type are matched, so non-zero entries are always expanded with square blocks), such that

$$k_{SL0}(q_i, x|i) = \sum_{E \in E} s(\tilde{q}_E, \tilde{x}_{f(E)}) = s(\tilde{q}_i, P_{x,i} \tilde{x})$$

(C.6)
C.3. ALTERNATIVE PROOF OF SL0 KERNEL VALIDITY

Figure C.1: Basis function for regression. We show all basis functions for a 2-dimensional feature space. The left image shows all basis functions that are non-constant in the first dimension, the right image shows the basis functions that are non-constant in the second dimension.

Note that this formulation is still dependent on $i$. To remove this dependency, we concatenate all permutations for vector $\hat{x}$:
\[
\mathbf{x}' = P_x\hat{x},
\]
with
\[
P_x = [P_{x,1}^T, P_{x,2}^T, \ldots, P_{x,i}^T_{\mathcal{Q}}]^T,
\]
and the square brackets denote concatenation. The expansion of $\hat{q}_i$ is defined as
\[
q_i' = R_i \hat{q}_i,
\]
with
\[
R_i = [O_1, O_2, \ldots, I_i, \ldots, O_{|\mathcal{Q}|}]^T,
\]
where $O_i$ denotes a zero matrix and $I_i$ the identity matrix, both the same size as $P_i$. Then
\[
k_{SL0}(\mathbf{q}, \mathbf{x}) = s(R_i \hat{q}_i, P_x \hat{x}) = s(q_i', \mathbf{x}'),
\]
q.e.d.

C.3 Alternative proof of SL0 kernel validity

In this section, we show that linear regression with SL0 similarity as kernel (and thus, as shown before, also with the SL0 kernel) is the equivalent dual representation of a linear regression model that uses a regularly spaced set of extruded 1D gaussian basis functions (see Figure C.1) as the number of basis functions approaches infinity. The model is defined as:
\[
y(\mathbf{x}, \mathbf{w}) = \sum_{j=1}^{M} w_j \phi_j(\mathbf{x}) = \mathbf{w}^T \phi(\mathbf{x})
\]
where $M$ is the number of basis functions and the basis functions $\phi_j$ have the shape described above:
\[
\phi_j(\mathbf{x}) = \mathcal{G}(x_{k(j)}|\mu_j, \sigma)
\]
where \( k(j) \) is the non-constant dimension of basis function \( j \). We assume a constant variance \( \sigma \), so the basis functions can be parametrized by their mean and the index of their non-constant dimension \( k \). To enable the use of a fixed, finite set of basis functions, we restrict the domain of our model to a hyper-rectangle in feature space, defined by a minimum and maximum value in each dimension. Along each of the dimensions, we place a fixed number \( L_k \) of basis functions, for a total of \( M = \sum_k L_k \) basis functions in our model. For dimension \( k \) we place basis functions that are non-constant in that dimension in regular intervals \( \mu_{kl} \) between the minimum and the maximum value of that dimension. Equation C.12 then becomes:

\[
y(x, w) = \sum_{k=1}^{D} \sum_{l=1}^{L_k} w_{kl} G(x_k | \mu_{kl}, \sigma) \tag{C.14}
\]

To show that this model is equivalent to linear regression with the SL0 kernel, we show that (see [10], Equation 6.10):

\[
k_{SL0}(x, y) = \phi(x)^T \phi(y) = \sum_{j=1}^{M} \phi_j(x) \phi_j(y) \tag{C.15}
\]

as \( M \) approaches infinity. Using Equation C.13, this becomes:

\[
k_{SL0}(x, y) = \sum_{j=1}^{M} G(x_{k(j)} | \mu_j, \rho) G(y_{k(j)} | \mu_j, \rho) \tag{C.16}
\]

where we use basis functions with variance \( \rho \). Recall that the basis functions are defined on regular intervals \( \mu_{kl} \) in each dimension of the feature space. We can therefore split the sum into an outer sum over all dimensions and an inner sum over all basis functions in that dimension.

\[
k_{SL0}(x, y) = \sum_{k=1}^{D} \sum_{l=1}^{L_k} G(x_k | \mu_{kl}, \rho) G(y_k | \mu_{kl}, \rho) \tag{C.17}
\]

Since the Gaussian function is symmetric around the origin, we can switch the argument with the parameter \( \mu \)

\[
k_{SL0}(x, y) = \sum_{k=1}^{D} \sum_{l=1}^{L_k} G(\mu_{kl} | x_k, \rho) G(\mu_{kl} | y_k, \rho). \tag{C.18}
\]

The scaling of the Gaussians is unimportant. When scaling a Gaussian by a factor \( c \), the result of the regression is the same (the corresponding entry in \( w \) is only scaled by the inverse \( c^{-1} \) of that factor). We can scale the Gaussians by the distance \( \Delta \mu_k \) between two adjacent Gaussian centers. Note that \( \Delta \mu_k \) only depends on the dimension since the centers of the Gaussians are spaced equally along each dimension.

\[
k_{SL0}(x, y) = \sum_{k=1}^{D} \sum_{l=1}^{L_k} G(\mu_{kl} | x_k, \rho) G(\mu_{kl} | y_k, \rho) \Delta \mu_k \tag{C.19}
\]
As $L_k$ goes to infinity, the sum becomes an integral. Factoring out the inverse normalization factor $\frac{1}{\sqrt{2\pi\rho}}$ for a normal distribution from each Gaussian we get

$$k_{SL0}(x, y) = 2\pi\rho \sum_{k=1}^{D} \int \mathcal{N}(\mu_k|x_k, \rho) \mathcal{N}(\mu_k|y_k, \rho) \, d\mu_k$$  \hspace{1cm} (C.20)

The integral of the product of two normal distributions is a zero-mean normal distribution of the distance between the centers:

$$k_{SL0}(x, y) = 2\pi\rho \sum_{k=1}^{D} \mathcal{N}(x_k - y_k|0, 2\rho)$$  \hspace{1cm} (C.21)

$$= \sqrt{\pi\rho} \sum_{k=1}^{D} \mathcal{G}(x_k - y_k|0, 2\rho)$$  \hspace{1cm} (C.22)

Which is equivalent to the definition of the SL0 kernel with $\sigma = 2\rho$ up to the constant scaling factor $\sqrt{\pi\rho}$, q.e.d.
Bibliography


BIBLIOGRAPHY


121


Curriculum Vitae

Personal Information
Name: Paul Guerrero
Academic Degree: Dipl.-Ing. (equiv. M.Sc.)
Address: Sanatoriumstr. 21b 17/3
1140 Vienna, Austria
Email: paul.guerrero@chello.at, paul@cg.tuwien.ac.at
Date of birth: June 10th, 1981 in Vienna, Austria
Marital Status: Single
Languages: German, English, Spanish

Education
since May 2008 PhD candidate at Vienna University of Technology, Department of Computer Graphics and Algorithms
2000 – 2007 Studies in Computer Science at Vienna University of Technology, Austria, with special emphasis on Computer Graphics
Graduation as “Diplom-Ingenieur” from Vienna University of Technology (Thesis: “Approximative Real-time Soft Shadows and Diffuse Reflections in Dynamic Scenes”) in October 2007
December 2005 Participation in the “2005 UCSB International Capture The Flag” (iCTF) Internet Security Contest, team got 2nd place (best defensive performance)
1991 – 2000 Secondary School (Gymnasium) in Burghausen (Germany), Albany, N.Y. (USA) and Bogotá (Colombia)
Colombian Graduation (ICFES) in 1999 and German Graduation (Abitur) in 2000

Professional
November 2013 – June 2014 Visiting PhD student at KAUST, Saudi Arabia
October 2012 – June 2013 Visiting PhD student at KAUST, Saudi Arabia
July 2010 Lecturer at the Summer School 2010 at the UCI in Cuba
October 2009 – June 2011 Organizer of a Seminar on Methodical Working and Lecturer at a Seminar on Computer Graphics at Vienna University of Technology
October 2009 Co-Organizer of a Joint Seminar on Visual Computing in Moscow
May 2008 – May 2012 University Assistant at Vienna University of Technology, Department of Computer Graphics and Algorithms
March 2006 – Oct 2006 Internship at Vienna University of Technology, Department of Computer Graphics and Algorithms
July 2005 – March 2006 Internship at Vienna University of Technology, Department of Pattern Recognition and Image Processing
2004 – 2006 Work on a freeware game (maxfighter.musgit.com), released under the GNU General Public License
1996 – 2007 Design and creation of various webpages (including pcmegamedia.com, casaalemana.net, polo-austria.at)

Publications