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Figure 1: The user interface of our interactive visualization prototype. The left panel provides the selection of the input data and chosen
computational analyses as well as filters; the central panel presents the main interactive view as well as the data table with details; and the
right panel provides the secondary view as well as distribution plots.

Abstract
Effective utilization of training data is a critical component for the success of any artificial intelligence algorithm, including
natural language processing (NLP) tasks. One particular task of interest is related to detecting or ranking humor in texts, as
exemplified by the Humicroedit data set used for the SemEval 2020 task of assessing humor in micro-edited news headlines.
Rather than focusing on text classification or prediction, in this study, we focus on gaining a deeper understanding and uti-
lization of the data through the use of information visualization techniques facilitated by the established NLP methods such as
sentiment analysis and topic modeling. We describe the design of an interactive visualization tool prototype that relies on multi-
ple coordinated views to allow the user explore and analyze the relationships between the annotated humor scores, sentiments,
and topics. Evaluation of the proposed approach involves a case study with the Humicroedit data set as well as domain expert
reviews with four participants. The experts deemed the prototype useful for its purpose and saw potential in exploring similar
data sets with it, as well as further potential applications in their line of work. Our study thus contributes to the body of work
on visual text analytics for supporting computational humor analysis as well as annotated text data analysis in general.

CCS Concepts
• Human-centered computing → Visual analytics; Information visualization; • Computing methodologies → Natural lan-
guage processing;
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1. Introduction

Identification, prediction, and generation of text with highly sub-
jective and context-dependent properties are important and diffi-
cult challenges in computational linguistics. Sarcasm and irony de-
tection are examples of natural language processing (NLP) tasks
that are considered challenging, including the issue of agreeing on
the consistent annotations/labels for particular sentences or docu-
ments among human annotators with respect to such elusive cat-
egories. Computational approaches for identifying and analyzing
humor in texts have also been in the focus of the NLP research
community, with the shared task (contest) titled “Assessing Humor
in Edited News Headlines” recognized as the best task at SemEval-
2020 [HKGK20]. The respective task provides a data set titled Hu-
microedit that includes news headlines in English with minimal
edits (e.g., single word replacements) made in order to make the
respective headlines humorous [HKG19]. The actual level of hu-
mor/funniness was assessed by multiple annotators on an ordinal
scale [HKG19, HKSK20]. The aim of the contest was to discover
better-performing computational methods that would predict the
funniness level or rank two edited versions of a headline. While a
number of solutions focusing on such regression and classification
tasks were proposed [HKGK20], there are further questions to be
asked and insights to be discovered within the respective data, for
instance, how consistent are the funniness level annotations across
the topics, or to which extent can the funniness scores range across
several related headlines.

The aim of this study (based on a thesis project [AF23]) was
to create an interactive visualization tool (see Figure 1) to analyze
and get a better understanding of how the contents of the Humi-
croedit data set affect its funniness level, e.g., what makes them
more or less funny with regards to the topics and/or sentiment of
the text, and to a lesser extent, detected named entities and key-
words. The visualization tool is intended for natural language and
linguistics researchers working on similar tasks, and, to the best of
our knowledge, this is the first contribution from the visualization
community so far to focus on the Humicroedit data set, and one of
few contributions related to visualization of computational humor
analysis, which have focused on other aspects and settings of this
problem [WMW∗22]. More specifically, we address the following
research questions (in the context of the Humicroedit data set here
and below, if not indicated otherwise):

RQ1 How can we represent and interact with a humor annotation
data set, so that insights could be drawn out of the relationship
between the annotated humor/funniness scores and contents of
such a data set?

RQ2 How does the sentiment identified for original headlines, re-
placement terms, and resulting modified headlines relate to the
annotated humor/funniness score in the complete data set?

RQ3 What is the relationship between the annotated hu-
mor/funniness scores and the topics/terms as well as the particu-
lar named entities detected in the complete data?

RQ4 How does the sentiment identified for original headlines, re-
placement terms, and resulting modified headlines relate to the
topics/terms as well as the particular named entities detected in
the complete data?

2. Related Work

As outlined in Section 1, the purpose of this project is to gain in-
sight into humor-annotated data through the means of visual analyt-
ics (more concretely, to develop a visualization tool tailored to the
data schema available in one such data set). Humor-annotated data
has up to this point in time been a relatively unexplored territory in
the world of information visualization, including the more specific
areas of text visualization [KK15, AL19, KSD∗22]. At the time of
this writing, there are—to the best of our knowledge—no known
visual analytical approaches that are completely compatible with
the particular problem the data set provides; the very recent DeHu-
mor approach by Wang et al. [WMW∗22], for instance, focuses on
in-depth multimodal analyses of comedy performances, which is
inarguably relevant to the general challenges of both computational
and visual/interactive humor analyses, but not specifically relevant
to humor analysis for (micro-)edited news headlines.

Although there is a considerable knowledge gap about distinctly
humor-annotated data, prior approaches exist in which visual ana-
lytics is utilized to delve into and visualize NLP-related data. The
larger the data sets, the more valuable information might be con-
tained and eventually discovered within them. However, as the data
sets grow in volume, scaling issues follow and manual annotation
becomes less doable for large quantities of data. Kuksenok et al. set
to address this issue as this pertained to affecting labeled annotated
data from digitally-mediated communication [KBR∗12]. They pre-
sented a visual text analytics tool that enabled manual and auto-
matic annotation of data, which was visualized as chat-log inputs
in timelines and calendars. The respective tool [KBR∗12], similar
to our proposed approach, is intended to provide visual analytics
to resolve tasks such as evaluating discrepancies and finding sub-
sets in the data that enlist interest. However, the chat-log data is
temporal, unlike the case of the Humicroedit data set. The edited
headlines work as isolated headlines independent of time, which
renders visualization in the form of timelines meaningless.

The study by Jentner et al. recently introduced an innovative
method to visualize confusion in labeled data [JLH∗23]. An image
of a diamond is created with the use of color and icons to convey
how the data might have been wrongly classified. The purpose of
the visualization is to enhance the performance of machine learn-
ing by detecting errors in classifications and the data itself. Like
the previous related work example, this method was tested on chat
logs. Detecting errors of this kind could be useful in the setting of
annotated humor. Irony and sarcasm are often utilized to generate
humor. They are often illogical and reading between the lines is of-
ten required to grasp the concept, thus more trouble for some to de-
tect through the means of machine learning and/or NLP processes.
Therefore it could be argued to be reasonable to consider such po-
tential errors in humor-annotated data and in turn how it could be
visualized. However, this is outside the scope of this project, where
more exploration-oriented tasks are more relevant to its core.

ALVA is a visualization analytic approach whose purpose is to
aid the detection and classification of stances in textual data using
machine learning and NLP processing as issues of classifying train-
ing and data collection often occur [KPSK17]. The solution ALVA
presents is a novel representation of annotated data called CatCom-
bos. As one document may be perceived to enclose multiple atti-
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Figure 2: The pipeline comprising data preprocessing, computational, and interactive visual analyses for the Humicroedit data set adopted
in this study. The current design separates the computational backend (with its output stored in separate CSV files) and interactive frontend.

tudes, this is illustrated as dots representing individual annotations
that are rendered inside blocks. The blocks in turn are arranged
according to the number of different combinations of stance cate-
gories the blocks contain. More information is obtained by hover-
ing over and/or selecting a block. The selection of a block enables
links to another block that represents the same document, but that
has been annotated differently, and thus is represented by another
combination of stance categories [KPSK17]. Still, ALVA is not di-
rectly applicable for our particular problem of annotated humor,
and further solutions must be discovered.

3. Data and Computational Methods

As mentioned above, the aim of this study is to provide an insight-
ful analysis of the Humicroedit data set [HKG19, HKGK20], e.g.,
understanding what makes headlines more or less funny. The ac-
tual data set consists of CSV files with the following columns: ID,
original news headline (with the word to be edited indicated) in En-
glish, the edited word (i.e., the substitution), annotated funniness
grades given to the edited headline (ranging from 0 “Not funny” to
3 “Funny”, and provided as an ordered list of individual scores such
as “22100”, which makes it impossible to differentiate between the
grades provided by an individual annotator over the complete data
set, unfortunately), and the mean value of all given grades. The
substitution words were either a noun, possibly a named entity, or
a verb. The overall data set includes about 15,000 edited headlines
that are split into training/validation/test subsets for the shared task
purposes [HKGK20], and further similar edited headlines are pro-
vided by the authors as additional training resources [HKSK20].
Since our work does not aim to develop a computational model
for predicting the funniness score or ranking two alternative edited
headlines in terms of their funniness, we mainly focus on the data
provided in the training subset in this paper (unless specified other-
wise below), which includes 9,652 edited headlines.

The pipeline designed for this study is presented in Figure 2. The
preprocessing step includes data cleaning, so that complete edited
headlines are constructed from the original headlines + substitu-
tion words. Next, NLP techniques are applied to the preprocessed
data with the goal of extracting sentiment, topics, keywords, and
named entities from the respective texts. The modules currently
used for each of these tasks are the following (while further im-
plementations could be plugged in as part of future work): (1)
SiEBERT [HHSS23], a fine-tuned model based on the RoBERTa
model [LOG∗19], and VADER [HG14] for sentiment analysis; (2)

BERTopic [Gro22] for topic modeling; (3) KeyBERT [Gro20] for
keyword extraction; and lastly, (4) SpaCy [Spa23] for named entity
recognition. The results of these computational analyses are fused
and exported as a CSV file for further exploration using the inter-
active visualization prototype, as discussed in the next section.

4. Visualization Design

The initial design iteration for the interactive visual interface estab-
lished the need to rely on multiple coordinated views and support
for standard user tasks such as overview, filtering, brushing, and
details on demand [Shn96, Rob07]. While discussing the design,
we agreed that individual data distributions for the annotated fun-
niness scores, sentiment polarity values, and topics could be rep-
resented with standard histograms—however, the choice of visual
representations [GPQX07] that could provide an overview of sev-
eral of these data facets was not a trivial task. As part of this step,
several design alternatives were discussed, as presented in Figure 3.
A parallel coordinate plot [HW13] is a classical multivariate data
representation technique that could definitely support three quanti-
tative (funniness and sentiment) as well as qualitative (topics) at-
tributes (see Figure 3(a))—however, the downside for this tech-
nique with the intended thousands of data items would be severe
cluttering that would require additional interactions and alleviation
approaches [ZYQ∗08]. Another alternative (see Figure 3(b)) would
be to rely on a classical scatter plot, with two quantitative attributes
of interest (funniness and sentiment) mapped to the axes, while the
qualitative attributes (topics) could be represented with other vi-
sual variables/channels such as color. Here, a single scatter plot
dot would represent the mean funniness and sentiment scores for a
topic; another alternative would be to represent each annotated data
item with a dot and to explicitly represent relationships between the
items based on the same original headline (see Figure 3(c)). The
main downside of both these alternatives was also related to the se-
vere clutter, especially considering the potentially low variance of
both funniness and sentiment polarity scores.

Based on these considerations, we chose the final design imple-
mented in our visualization tool prototype, which is presented in
Figure 1. The prototype is implemented with D3.js, Chart.js, and
Pico CSS. The panel on the left provides the input file selection
and computational analysis module selection (see Section 3) func-
tionality, followed by filters for funniness and sentiment scores as
well as topics. The central panel provides the main view, which is
here chosen to use a treemap representation [STLD20] of the data
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(a) (b) (c)

Figure 3: Initial sketches of the interactive visualization prototype, with the main visual representation chosen to be: (a) a parallel coor-
dinates plot, (b) a scatter plot (average values of funniness score and sentiment across each topic), and (c) a linked scatter plot presenting
relationships between edited headlines for the same original on demand.

set contents, with individual annotated items binned by funniness
score and nested under topics. The adoption of the treemap is pred-
icated on its efficacy in representing extensive data sets with rela-
tively shallow hierarchies [MSJF20] conveniently, and its inherent
capacity to depict multivariate data within categorized structures,
thereby facilitating the portrayal of data distribution across the en-
tirety of the data set. The treemap supports brushing (note a cell
selection with red border in Figure 1, with two related headline
cells highlighted with orange border), navigation between nested
levels (e.g., the user can click on a parent node in order to ex-
pand its contents), and details on demand via hovering. Under the
main view, the details are presented in a table: the edited head-
line selected in the main view is displayed in the first row of the
table, with its original headline displayed in the second row, and
afterwards, other related edited headlines. The panel on the right
provides a secondary view (here, a dimensionality reduction (DR)
plot for individual headline items based on t-SNE [VdMH08], with
color indicating the respective topic) and several histograms repre-
senting distributions of the annotated funniness scores, sentiment
polarity values, and topics for the selected data vs the complete
data set. The DR technique serves as a useful starting point to iden-
tify similarities within a data set. In a cluster, it becomes easier
to explore the relationships between headlines and their contents,
including their sentiment, topic, named entities, and score. This
can, for instance, be achieved through interactive features such as
brushing and linking (the secondary view highlights the items se-
lected in the main view) as well as hovering (details are presented
with a tooltip and, furthermore, edges towards related headlines
are rendered). The dimensionality reduction is based on the tex-
tual likeness of the edited headlines, which are transformed into
embedding vectors with the SBERT model [RG19], concatenated
with their funniness score and sentiment values. While our initial
choices of DR techniques included PCA and t-SNE, only the lat-
ter was included in the prototype implementation; this choice in
the context of providing a topical overview is corroborated by the
prior work [NA19, EMK∗21, ACT∗24, ACS∗24], although this is
certainly not the sole viable option, and support for further tech-
niques (similar to the computational analysis modules) can be con-
sidered part of future work. It should also be noted that the user is
able to switch the representations used in the main and secondary

views independently, e.g., to use the DR plot as the main view or
use two treemaps / two DR plots instead. Finally, the bottom part
of the right panel includes several histogram views representing the
distributions for the selected vs complete data with respect to the
mean funniness score, sentiment polarity, and topic.

5. Evaluation

In this section, we discuss several forms of evaluation of the result-
ing prototype that took place as part of our study.

5.1. Case Study

In the case study, we engaged in an in-depth analysis of the avail-
able data set, applying the tool to discover interesting findings and
obtain new insights. Focus has been dedicated to the interplay be-
tween the annotated funniness scores and the computational anal-
ysis results for the contents of headlines, e.g., sentiment, topics,
keywords, and named entities, as mentioned among our research
questions in Section 1. The first two cases that were investigated
were low ([0,0.2]) and high ([2.8,3]) funniness score ranges vs
different sentiment intervals such as negative ([−1,−0.1]), neutral
([−0.1,0.1]), and positive ([0.1,1]) polarity. Furthermore, similar
exploration was conducted for funniness score vs topic and senti-
ment vs topic. Further insight into aspects such as the named entity
and keywords have been considered, although to a lesser extent.

To briefly summarize the results, we have witnessed a no-
ticeable difference between the results produced by VADER and
SiEBERT/RoBERTa with respect to the produced polarity distribu-
tions: for instance, with RoBERTa, most headlines (1,064) lie in the
negative interval, and with VADER, most headlines (1,201) lie in
the neutral sentiment interval. This shows that RoBERTa has a ten-
dency to classify text more negatively for this data set. Several in-
dividual cases of interest that were discovered for higher annotated
funniness scores (and neutral sentiment with VADER, for instance)
led us to the conjecture that it was the context of the headline text
and the edited word together that made them funnier—the edited
word was not in particular funny itself in these cases. Another note
was that if the context of the headline was funny, the related edited
headlines typically also had higher scores. For the cases involving
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lower scores, we typically discovered either dark or serious sub-
jects, or that the edited word generally did not fit very well into
the context of the headline, e.g., there was no obvious connection
or logic between the edited word and the context. Other findings
include a note concerning potential biases with respect to higher
numbers of occurrences of specific topics, etc. in the data (such as
the former US President Trump) and the cases indicating relation-
ships between specific keywords (often related to someone’s phys-
ical appearance, intellectual abilities, or questionable morals), neg-
ative sentiment, and high funniness scores (which indicates more
crude and insulting forms of humor, perhaps, which could still be
appreciated by some annotators in certain contexts).

5.2. Expert Feedback

Semi-structured interviews with domain experts were conducted
to evaluate the prototype [KSD∗22]. Four participants were inter-
viewed in total: two experts in the NLP research field, one expert
in computational social science with expertise in the application
of NLP techniques, as well as a linguist with experience in NLP.
The roughly one-hour sessions were conducted over Zoom, and
the protocol included a brief overview of the problem, data, and
computational pipeline, followed by a live demo of the visualiza-
tion prototype and a discussion. The questions ranged from how
the interviewees experienced specific visualizations and features,
to more general questions, for example, if they could see further
use of a tool akin to the prototype in their own line of work.

5.2.1. Feedback for Treemap

The experts were asked if they gained a deeper understanding of the
data set at hand after the presentation and live demo of the treemap
feature. The consensus was that they did, as they knew nothing of
the Humicroedit data set at the beginning of the session, but felt
more informed at the end of it. Some commented specific take-
aways they learned from the prototype were, for example, the dis-
tribution of the topics in the data set through the use of the treemap.
On the other hand, they did not perceive the same level of compre-
hension regarding the funniness score and sentiment values. How-
ever, it was their impression that this lack of understanding was
not because of some failure in the presentation of the data set nor
the interface of the prototype, but rather due to the time constraints
and that would need to interact with the prototype directly for some
time to get used to the features at their own pace. Some brief anal-
yses of the score and topic could be obtained with the help of the
histograms. Still, more time was considered necessary for a more
exhaustive understanding of the data set.

As for criticism of the treemap, although most experts found the
hierarchy of the treemap adequate, some suggestions were voiced
to reorder the treemap in order to enhance the view of a certain at-
tribute at specific times/steps. From one perspective (from the lin-
guist), it would also be useful to have a visualization that had a
greater focus on the substitution word and detected keywords and
how they correlate to sentiment and the annotated funniness level.
Some confusion also arose regarding the sentiment color coding.
The positive nodes had a darker color tone that created a greater
contrast to the neutral sentiment color, which made the two groups
easier to distinguish from each other. The negative nodes had a

lighter color and were similar in hue to the neutral sentiment color,
leaving them less noticeable than the positive nodes. The treemap
was laid out using the squarified method, which resulted in the neg-
ative nodes being placed alongside the top left edges of the parent
node, while the positive nodes clumped together in the opposite
bottom right corner. The color contrast in conjunction with the node
placement led to some experts finding it difficult to study the nega-
tive headlines compared to the positive ones in the treemap.

Overall, the participants responded well to the treemap and its
features. It provides the user with a straightforward exploration of
the data set by relatively easy means. The distribution of different
subsets and what those sets contained was displayed in a convenient
way. One expert concluded, “It is very good to get an overall idea
about the data set and the predictions of the model”. A trait of the
treemap that the experts found favorable was how the user could
gain an overview of the entire data set, while at the same time get-
ting direct access to individual documents. One expert noted “. . . I
think it is good here that you actually get the possibility to get a rep-
resentation of each document. That seems really useful.”, furthering
this reasoning that in their experience in topic modeling often it is
needed and desirable to view the original/raw data that have been
processed. The usual procedure is to extract the most typical data
items in the data set and view the corresponding documents sepa-
rately. By using the proposed prototype, these extra steps can be re-
duced. Another aspect of the treemap the experts found interesting
was how the related data items were highlighted when the user se-
lects individual headline nodes. With this, they could see how small
changes to the same headline could affect variables such as score
and sentiment values. In addition to this, they could also view how
headlines and their relatives were rearranged as different modules
are enabled, with one expert stating “Now this is really interest-
ing to see where different scores (headlines) end up in the other
blocks” about the placement of a particular group of headlines as
the sentiment module was switched from VADER to RoBERTA.

5.2.2. Feedback for DR Plot

When it came to the dimensionality reduction plot, the experts ap-
preciated it as an alternative way to look at the data set. The zoom
feature was valuable as it let the user conveniently study clusters
of data points that were of interest, reflecting that knowing what
makes the headlines similar in the data could be very useful. Such
knowledge is intrinsic to understanding the data better.

One expert mentioned the possibility that some might be over-
whelmed by the amount of information presented in the treemap if
they are interested in just a particular set of data, or that they maybe
do not have time at hand to skim the whole treemap to find what
they need. In that case, the DR plot could make up for what the
treemap lacks in the efficiency of detecting and selecting a subset
of data. The back end of the DR plot was questioned by one ex-
pert, saying that they found little sense in including the sentiment
and score value into the vectorization of the headlines as those val-
ues would not contribute much effect to the contents in the final
graph as compared to hundreds of dimensions produced by the em-
bedding approach itself. An additional comment to this choice of
combining the score, sentiment, and headlines textual data could be
hard for the user to grasp. They suggested keeping them separate,
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keeping the text as the base for the DR computation and plotting,
but representing the score and sentiment through other channels,
such as the color. The same effect could be obtained with the pro-
totype in its current state by filtering the data using the score and
sentiment slider, but the proposed color coordination would convey
information faster action and with fewer steps in practice.

5.2.3. Comparing Treemap and DR Plot

When comparing the treemap and the DR plot, the experts con-
trasted the strengths and limitations of both visualization methods,
seeing how they conceptually are quite different. Some preferred to
view the data via the treemap as it presents the data as a whole and
also conveys the score and sentiment value more candidly. Addi-
tionally, the treemap could demonstrate the result of the sentiment
modules in a way that the dimensionality reduction plot could not.
According to one of the experts, DR is already readily used in the
NLP literature, and therefore they found the treemap to be more
engaging for its novelty and ability to provide a lot of information
instantly. A general case of confusion could be found in the table
when the user changed the visualization method to interact. It was
noted that the order of the same type of items did not stay consis-
tent for the treemap vs the DR main view. Likewise, the selection
of several data points could add to the disorientation. A recommen-
dation from one of the experts was to clarify the switch of data
in the table by changing the background color of rows, indicating
different types of selections in the main view.

6. Discussion

Treemap Limitations Issues concerning scalability have become
apparent during the implementation of the treemap. There is a large
size difference between some of the topics, e.g., one may cover 30–
50% of the treemap area, while another may just take up under 5%.
The smaller topic formation congregates in the bottom right cor-
ner of the treemap, resulting in clutter where titles of parent nodes
overlap and the headline nodes are too small to even distinguish at
times. Various attempts have been made to produce a more readable
treemap, including different binning, number of topics, and nesting
structure, but further work is necessary to address the problem in a
more general way, e.g., by considering and evaluating further hier-
archical representations for this task [SHM14,MSJF20,KCW∗21].

DR Plot Limitations While the overall DR plot functionality sat-
isfies our design intentions and was received positively during the
expert review, we should acknowledge the comment mentioned in
Section 5.2.2 regarding the weak affect of the funniness score and
sentiment values on spatialization, as the resulting positions seem
to almost exclusively rely on the text embedding vectors.

Expert Review Limitations In general, the experts responded
well to the prototype and the visualization provided information
from both a wider perspective as well as on a detailed level. Some
aspects were not too easy to grasp directly, e.g., the related head-
lines, but these confusions were sorted out in due time as the ses-
sions proceeded. It should also be noted, though, that most partici-
pants would have liked to interact with the prototype longer and that
direct interaction with the tool rather than a live demo via Zoom

(which also had implications with respect to the screen resolution,
video feed quality, and performance) could be beneficial.

Annotation and Comparison of Multiple Data Sets Additional
interactive workflows and tasks that were considered, but not im-
plemented in our prototype due to time and scope limitations, in-
cluded support for editing / creating annotations directly within our
prototype as well as explicit support for comparing two or more
data sets (e.g., training vs validation data, or funniness scores as-
signed independently by two annotators). With the prototype, the
user could then examine if headlines of a certain sentiment or topic
are more or less favorable across two data sets and thus detect bi-
ases in annotations. Support for these tasks is certainly interesting
and can be considered part of future work; also, as stated in Sec-
tion 3, annotations provided in the current Humicroedit data set
cannot be traced to individual (even anonymous) annotators, which
prevents the respective analysis of the existing data, unfortunately.

7. Conclusions and Future Work

This study has focused on creating a visualization prototype repre-
senting the Humicroedit data set with additional interactive func-
tionalities and results of several additional NLP analyses of the an-
notated headline texts. The prototype has been evaluated in several
ways, including the case study and domain expert review (RQ1).
Using our proposed approach, we have discovered relationships
between the annotated funniness scores and sentiment polarity, al-
though the specific results also varied with respect to the sentiment
analysis approach chosen, such as VADER vs SiEBERT/RoBERTA
(RQ2). No conclusive correlation between topics, keywords, and
named entities vs the different annotated funniness score ranges
was discovered, though (RQ3), and the same was the case for senti-
ment vs topics, keywords, and named entities in this data set (RQ4).

As discussed above, multiple further extensions and subsequent
evaluations [KSD∗22] (including task-based usability studies) are
possible as part of future work for this study, including support
for further computational analyses/models, workflows for edit-
ing/annotating and comparing several data sets, and visually rep-
resenting and interacting with these annotations and computational
results. The proposed pipeline is potentially generalizable to other
tasks and data sets, especially if the number of elements used for
the visual mapping (such as the max number of treemap cells) is
adjusted by the user (however, for longer documents in particular, a
more suitable details view would be beneficial rather than single ta-
ble rows). With this study, we encourage the visualization commu-
nity to contribute towards the challenges of (computational) humor
analysis—but also the tasks of interactive / visual analytic support
for data annotation in NLP.
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