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#### Abstract

A parameterization of a triangle mesh is a realization in the plane so that all triangles have positive signed area. Triangle mesh parameterizations are commonly computed by minimizing a distortion energy, measuring the distortions of the triangles as they are mapped into the parameter domain. It is assumed that the triangulation is fixed and the triangles are mapped affinely. We consider a more general setup and additionally optimize among the intrinsic triangulations of the piecewise linear input geometry. This means the distortion energy is computed for the same geometry, yet the space of possible parameterizations is enlarged. For minimizing the distortion energy, we suggest alternating between varying the parameter locations of the vertices and intrinsic flipping. We show that this process improves the mapping for different distortion energies at moderate additional cost. We also find intrinsic triangulations that are better starting points for the optimization of positions, offering a compromise between the full optimization approach and exploiting the additional freedom of intrinsic triangulations.


CCS Concepts

- Computing methodologies $\rightarrow$ Computer graphics; Mesh models; Mesh geometry models;


## 1. Introduction

A parameterized surface is given by a map $\mathbf{p}: \Omega \subset \mathbb{R}^{2} \mapsto \mathcal{S} \subset \mathbb{R}^{3}$. The inverse $\mathbf{p}^{-1}$ is commonly called a parameterization of the surface $\mathcal{S}$. Assuming $\mathbf{p}$ is continuously differentiable, the Jacobian $\mathbf{J}_{\mathbf{p}}$ captures how the surface locally shears and stretches. If the (two non-trivial) singular values of $\mathbf{J}_{\mathbf{p}}$ are identical, the mapping is conformal; if their product is equal to 1 , the mapping is area-preserving (or authalic). If the mapping is both conformal and area-preserving, it is isometric - this is ideal for applications, since properties defined over the surface can be modeled in the plane, as the mapping introduces no distortion. For surfaces with non-zero Gaussian curvature, however, the mapping cannot be isometric. The quality of a parameterization is commonly measured as the deviation from isometry. While there are many different quality measures, most of them are described in terms of $\mathbf{J}_{\mathbf{p}}$, and in particular, its singular values [LZX* 08, AL13, SS15, RPPSH17]. The total quality of the mapping $\mathbf{p}$ is an integral over the the surface $\mathcal{S}$ (or the domain $\Omega$ ) - commonly called a distortion energy.

A triangulated surface with vertex positions $\mathbf{x}_{i} \in \mathbb{R}^{3}$ and triangles $t_{j} \in \mathbb{N}^{3}$ is naturally parameterized. An important practical problem is to find a parameterization that is continuous across interior edges. To accommodate this, we assume the mesh is manifold with boundary, and triangles adjacent in the triangulated surface are also adjacent in the parameter domain. Then the parameterization
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Figure 1: Four points on the surface with a given parameterization yield two piecewise linear interpolating mappings.
$\mathbf{p}^{-1}$ of the surface $\mathcal{S}$ may be specified by only specifying the parameter locations $\mathbf{u}_{i} \in \mathbb{R}^{2}$ of the vertices and linear interpolation on edges and inside triangles. This procedure implies that the Jacobian $\mathbf{J}_{\mathbf{p}}$ is constant in each triangle. As a practical benefit, the distortion energy can be computed per triangle (see Section 2 for more details).

As natural as this approach may seem, a consequence is that computing a parameterization by minimizing a distortion energy not only depends on the geometry of the surface, but also its triangulation. In fact, basing the quality measure on the Jacobian $\mathbf{J}_{\mathbf{p}}$ is intrinsic, but by assuming it is constant for each triangle in the given triangulation we lose this property. The dependence on the
triangulation for discrete differential operators whose continuous counterparts are intrinsic has motivated the exploration of intrinsic triangulations [BS07]. A piecewise linear (PL) surface is intrinsically flat everywhere except (possibly) in the vertices. This suggests that the vertex set on the PL surface could be triangulated in different ways, with intrinsically flat triangles. Concretely, a triangle in an intrinsic triangulation may consist of several flat pieces that are not in a common plane in 3D, but can always be unfolded across the original edges into a planar triangle. One way to explore the different intrinsic triangulations of a given PL surface is by starting from the original triangulation and then flipping an edge in an intrinsically flat quadrilateral formed by two adjacent triangles (if the quadrilateral is intrinsically convex) [FSSB07, SC20, SSC19]. It is important to note here that every quadrilateral created by two intrinsically flat triangle is intrinsically flat, so the flipping operation is not restricted to planar areas of the surface. As every intrinsic triangulation can be flipped into the intrinsic Delaunay triangulation, intrinsic triangulations of PL surfaces are flip-connected, just like triangulations in the plane [Law72,DGR93,OB08]. This means that all intrinsic triangulations can be explored by flipping, starting from the given triangulation of the surface.

It remains true for intrinsic triangles that the parameterization can be specified using the locations of the vertices in the plane and interpolating linearly across the triangle, as can be seen in Fig. 1. The only caveat is that the intrinsic triangle may be difficult to recover from the vertices alone and is better stored using appropriate data structures [FSSB07, SSC19, GSC21]. The Jacobian $\mathbf{J}_{\mathbf{p}}$ is only piecewise constant in this case, but because the triangle is intrinsically flat, linear interpolation leads to constant singular values across the triangle. In other words, while the different orientations of the flat pieces of an intrinsic triangle lead to different Jacobians, they only differ by an orthogonal transformation accommodating the different orientation, while the singular values are all the same. This means that distortion energies based on the singular values of the Jacobian can still be computed per complete (intrinsic) triangle, without the need to decompose the intrinsic triangle into pieces of extrinsic geometry. All we need are edge lengths, and this is exactly what data structures for intrinsic triangulations readily provide.

Our central observation is that when parameterizing a piecewise linear surface, one should minimize a distortion energy not only over the possible parameter locations $\mathbf{u}_{i}$ in the plane, but also over the space of intrinsic triangulations. While the former space is typically explored by making small adjustments to the locations, the latter discrete space can be explored by intrinsic edge flipping. This leads to the idea of additionally flipping the edges during minimization of the energies, resulting in an alternating discrete/continuous minimization approach. In Section 4 we discuss the details of intrinsic flipping in this context.

We evaluate the resulting optimization approaches in Section 5. As expected, considering the discrete space of intrinsic triangulations leads to generally better parameterizations. Based on these observations, we additionally analyze the idea of starting the optimization with the intrinsic Delaunay triangulation (see Section 6), which turns out to be optimal for the linear energies and less suitable for the non-linear energies. We discuss these results and further possibilities for exploration in Section 7.

## 2. Background

We begin with an overview of well-established distortion energies for parameterizations to which we will later apply the method. Since the method also assumes a basic knowledge of intrinsic triangulations we refer the unfamiliar reader to the respective course material [SGC21]. But in the interest of completeness, we will briefly explain a simple storage option of intrinsic triangulations and how to perform a basic operation on it.

### 2.1. Distortion Energies

Assume a triangle mesh is given as a set of triangles $\mathcal{T}=\{(i, j, k) \in$ $\left.\mathbb{N}^{3}\right\}$ and vertex positions $\mathbf{X}=\left\{\mathbf{x}_{i} \in \mathbb{R}^{3}\right\}$. For simplicity and compatibility with the methods below we assume the mesh has disk topology. A parameterization is given by an assignment of parameter locations $\mathbf{P}=\left\{\mathbf{p}_{i} \in \mathbb{R}^{2}\right\}$ and using linear interpolation inside the fixed triangles $\mathcal{T}$. The parameter locations are commonly computed by minimizing a distortion energy, possibly constraining some of the parameter locations to avoid degenerate minimizers.

In the following we briefly recap widely used distortion energies and their relation to the singular values of the Jacobian. More detailed treatment and analysis can be found in Rabinovich et al. [RPPSH17] and, partly, the original works cited below. Distortion energies, conceptually, are modeled as integrals of a function of the first-order derivatives, the Jacobian matrix J. Assuming linear (barycentric) interpolation from the parameter domain to the surface inside the triangles, the Jacobian in each triangle and we write $\mathbf{J}_{t}$ for the Jacobian in triangle $t$. When computing the parameterization it is more convenient to work with the inverse $\mathbf{J}_{t}^{-1}$, since the mapping from a non-degenerate triangle $t$ of a given triangle mesh to the parameter domain is linear in the parametric vertex positions $\mathbf{p}_{i}$, so it can be computed efficiently for any parameterization P. Concretely, for triangle $t=(i, j, k)$, the inverse Jacobian is

$$
\begin{equation*}
\mathbf{J}_{t}^{-1}=\left(\mathbf{p}_{j}-\mathbf{p}_{i}, \mathbf{p}_{k}-\mathbf{p}_{i}\right)\left(\mathbf{x}_{j}-\mathbf{x}_{i}, \mathbf{x}_{k}-\mathbf{x}_{i}\right)^{+} \tag{1}
\end{equation*}
$$

showing the linear dependence on the parameter locations; the pseudo-inverse can be pre-computed for the fixed geometry $\mathbf{X}$ of the triangle mesh.

The singular value decomposition $\mathbf{J}_{t}^{-1}=\mathbf{U}_{t} \boldsymbol{\Sigma}_{t}^{-1} \mathbf{V}_{t}^{\top}$, where $\boldsymbol{\Sigma}_{t}^{-1}$ is a $2 \times 2$ matrix, allows us to formulate distortion energies as

$$
\begin{equation*}
\mathcal{E}(\mathbf{P})=\sum_{t} a_{t} \mathcal{D}\left(\mathbf{\Sigma}_{t}^{-1}\right) \tag{2}
\end{equation*}
$$

where $a_{t}$ is the area of $t$ in the input mesh and $\mathcal{D}$ is the distortion function. The energies differ based on the definition of $\mathcal{D}$. We consider several common choices, as discussed in the following.

Harmonic energy. The harmonic energy of a function, also called Dirichlet energy, is the integral of the squared gradient of that function. For PL functions over triangulations it can be computed using the cotan-Laplacian [PP93]. Minimizing the harmonic energy for parameterization leads to discrete harmonic maps [EDD*95]. In our setting it can be written as

$$
\begin{equation*}
\mathcal{D}_{\mathrm{D}}=\frac{1}{2}\left\|\boldsymbol{\Sigma}_{t}^{-1}\right\|_{F}^{2}=\frac{1}{2}\left\|\mathbf{J}_{t}^{-1}\right\|_{F}^{2} \tag{3}
\end{equation*}
$$

The harmonic energy scales with area, so it vanishes for a triangle whose vertices collapse into a point. For minimization, it is necessary to constrain the boundary of the mesh to a fixed polygon. With fixed boundary, the energy can be minimized by solving a linear system based on the cotan-Laplacian. In general, the minimizer is not guaranteed to map all triangles to planar triangles with positive area. The following energies are related to harmonic energy, but improve in terms of requiring a fixed boundary and/or inverted triangles.

Conformal energy. The undesirable scaling behavior of the harmonic energy can be rectified by considering the areas of the triangles, leading to what has been referred to as conformal energy. In the discrete case this can be done simply by subtracting an area term for the triangle [LPRM02, DMA02]:

$$
\begin{equation*}
\mathcal{D}_{\mathrm{C}}=\frac{1}{2}\left\|\boldsymbol{\Sigma}_{t}^{-1}\right\|_{F}^{2}-\operatorname{det}\left(\boldsymbol{\Sigma}_{t}^{-1}\right) \tag{4}
\end{equation*}
$$

Now the only degrees of freedom are similarity transformations, which can be removed by constraining some parameter values, typically two vertices on the boundary. The problem in this form is quadratic and remains convex even in more general variants [DMA02]. An optimal boundary in the sense of the energy can be computed by solving a generalized eigenvalue problem [MTAD08]. We use the quadratic version, which only requires the solution of a linear system. The resulting parameterization may not be bijective, because the boundary can intersect itself. Additionally, the energy scales linearly with the area of the resulting parameterization. To compare different parameterizations of the same mesh we divide the energy by the area of the parameterization.

Symmetric Dirichlet energy. To avoid degenerate triangles in the parameter domain, one can consider the mapping in both directions [SS15]:

$$
\mathcal{D}_{\mathrm{S}}= \begin{cases}\frac{1}{2}\left\|\boldsymbol{\Sigma}_{t}^{-1}\right\|_{F}^{2}+\frac{1}{2}\left\|\boldsymbol{\Sigma}_{t}\right\|_{F}^{2} & \operatorname{det}\left(\boldsymbol{\Sigma}_{t}^{-1}\right)>0  \tag{5}\\ \infty & \text { else }\end{cases}
$$

This guarantees that all parameterized triangles are positively oriented. The energy is non-linear, and is commonly minimized using a descent scheme starting from a bijective parameterization (for example computed using Tutte's embedding [Tut60]).

As-rigid-as-possible (ARAP) energy. One may argue that the ideal Jacobian only rotates, and measure the deviation from rotation in the Frobenius norm [SA07], leading to the following energy in the context of parameterizations [LZX*08]:

$$
\begin{equation*}
\mathcal{D}_{\mathrm{R}}=\frac{1}{2}\left\|\boldsymbol{\Sigma}_{t}^{-1}-\mathbf{I}\right\|_{F}^{2} \tag{6}
\end{equation*}
$$

In our context we could write the energy also as

$$
\begin{equation*}
\mathcal{D}_{\mathrm{L}}=\frac{1}{2}\left\|\boldsymbol{\Sigma}_{t}^{-1}\right\|_{F}^{2}-\operatorname{tr}\left(\boldsymbol{\Sigma}_{t}^{-1}\right) \tag{7}
\end{equation*}
$$

which is equivalent up to an irrelevant constant term.
The symmetric Dirichlet and ARAP energies are non-linear and non-convex and are minimized by iterative descent approaches. This means the solution is a local minimum of the energy and no guarantee can be made about its distance to the global minimum.


Figure 2: Intrinsic flips create piecewise linear edges on the mesh surface. Red lines are the intrinsic edges, the dotted lines are the input edges that were flipped. To flip edge $(i, j)$ to $\left(k_{l}, k_{r}\right)$ we need to calculate the new intrinsic edge length $\left\|\left(k_{l}, k_{r}\right)\right\|$. This operation can be chained. Here we first flip the blue edge then the green one.

### 2.2. Exploring Intrinsic Triangulations

Assume a 2-manifold triangle mesh $M=(\mathcal{T}, \mathbf{X})$. We can store the intrinsic geometry of $M$ by $\mathcal{S}=(\mathcal{T}, \mathbf{L})$ where $\mathbf{L}$ contains all edge lengths in $\mathcal{T}$. We can explore the space of all intrinsic triangulations just by flipping edges in $\mathcal{S}$. This can be done without further knowledge about $\mathbf{X}$. To perform a flip we first need to check if the flip is possible. Then we need to update the edge lengths and the triangulation.

Consider an (intrinsic) edge $e=(i, j)$, the surrounding triangles $t_{l}=\left(i, j, k_{l}\right)$ and $t_{r}=\left(j, i, k_{r}\right)$ and their respective edge lengths. Since the triangles are intrinsically flat we can map them into the plane using just the edge lengths as a representation of the local intrinsic space. An intrinsic flip can then only be performed if the edge is not on the boundary and the two neighboring triangles $t_{r}$ and $t_{l}$ form a convex quadrilateral. Given that the angles of the triangles can be calculated using the cosine law, we only need to check that no angle of the quadrilateral is greater than $\pi$. Note that the angle incident to $i$ and $j$ consist of two triangle angles. To perform the flip we just need to update the connectivity $e$ in $\mathcal{T}$ to $e=\left(k_{l}, k_{r}\right)$ and calculate the new edge length in $\mathbf{L}$. As we already calculated the angles $\alpha$ and $\beta$ that are incident to $i$, we can simply calculate the new edge length of the other diagonal of the quadrilateral. For a complete derivation we refer to the literature (e.g. [FSSB07]). This process can be continued with other (including intrinsic) edges to explore the space of intrinsic triangulations. An illustration is provided in Fig. 2.

Recall that the (inverse) Jcaobian $\mathbf{J}_{t}$ can be computed from thee edges of triangle $t$ (cf. Eq. (1)). Moreover, the singular values are independent of rotations, so the edge lengths are sufficient to compute the singular values of $\mathbf{J}_{t}$. make that we only need the edge lengths to compute the (inverse) Jacobian. This means that a data structure that only stores the edge lengths of the intrinsic triangles (as mentioned above) is enough to compute and optimize all distortion energies we consider. On the other hand, for visualizing the
intrinsic triangulation and the parameterization results, we need to be able to map a surface point to its corresponding intrinsic triangle. This requires more information, as we need to compute the common subdivision of the intrinsic triangles and the underlying surface triangulation. There are different approaches in the literature [FSSB07, SSC19, GSC21] - in our implementation we use the one of Sharp et. [SSC19].

## 3. Related Work

In the following we briefly relate our method to energy minimizing methods in parameterization, energy minimizing flipping, and the use of intrinsic triangulations in the context of the ARAP energy.

Distortion minimizing 2D parameterizations. The range of distortion-minimizing parameterization methods is too large for a detailed review. The basic setup and most useful energies have been discussed in detail in excellent overview papers [FH05, HLS07, SPR06]. Recent research in this domain mostly focuses on efficient, smooth and inversion-free maps with arbitrary boundaries, but is still largely based on the same energies.

Efficient optimization usually either relies on minimizing a convex energy function [Tut60, Flo03, LPRM02, DMA02] or exploits the structure of the energy [CBSS17, RPPSH17, LZX* $08, \mathrm{BN} 21$, SS15]. Although many methods are guaranteed to be injective if they reach a minimum in real numbers, this cannot be guaranteed in floating point arithmetic, yet carefully penalizing inverted triangles seems to work well in practice [GKK 21$]$. Strict guarantees appear to come at the expense of giving up the minimization of a distortion energy [LYNF18, FBRCA23]. The combination of natural non-convex boundaries and guarantees on injectivity are generally non-trivial [WZ14, LYNF18, DAZ*20].

Our method is orthogonal to these goals. In fact, we rely on the successful past development of efficient, robust energy minimization as a framework and enhance the space of possible mappings of the given piecewise linear surface to the plane by considering more than the given triangulation of the input.

Harmonic energies in triangulations. Given a set of points and associated function values, one may define a piecewise linear (PL) function by triangulating the points. In this setting we could optimize over the set of different triangulations to minimize a measure of variation. As shown by Rippa [Rip90], the Delaunay triangulation leads to minimal harmonic energy regardless of the function values at the vertices. This property carries over to the intrinsic triangulations of piecewise linear surfaces immersed in 3D [BS07] and led to the definition of an intrinsic Laplace-Beltrami operator for PL surfaces. This operator has turned out to be beneficial in a variety of applications [CWW17, SGC21]. For dimensions higher than two, Rippa's theorem does not hold, yet it may still be beneficial to perform flips that minimize the harmonic energy and combine this with optimization of vertex locations [Ale19].

Our main idea is related in that we also approach an energy minimization problem by including the exploration of different triangulations through flipping. However, our method rather considers the image of the function when exploiting flipping.

Measuring ARAP intrinsically. Finnendahl et al. [FSA23] suggest to considering the ARAP energy of the intrinsic Delaunay triangulation rather than the extrinsic triangulation. Their motivation is that the ARAP energy as suggested by Sorkine \& Alexa [SA07] is non-negative only for Delaunay triangles, and using the intrinsic Delaunay triangulation guarantees positive energy while retaining the original PL geometry. Since the ARAP energy requires computing local transformations of the embedding, they need to explicitly construct the subdivision of explicit and intrinsic triangles, as the transformations vary across triangles.

While we similarly measure energies on intrinsic triangulations, all the energies are defined intrinsically and can be computed based on the edge lengths of triangles. Concretely, we never need to intersect intrinsic against extrinsic edges for the energy minimization. We only compute the intersection for visualization purposes, as this allows exploiting the standard graphics pipeline for texturing.

Refining Finite Elements. A parameterization of a surface is a function over the surface. This function can be discretized using a finite element basis. Typically, a parameterization of a PL surface maps the vertices to the plane and assumes that the interior is mapped by linear interpolation of the values at the vertices of each triangle on the surface. Thus, a discrete parameterization can be thought of as coefficients for the standard "hat" basis, i.e. piecewise linear basis functions defined on the triangles.

Any given discretization can generally only approximate the minimizer of continuously formulated problem, and the error in this approximation depends on the choice of basis. It is common in finite elements to reduce the error by refinement methods, either refining the number of elements, i.e., subdividing the given triangles (so-called $h$-refinement); or increasing the polynomial degree of the basis functions on the elements ( $p$-refinement); or both ( $h p$ refinement) [BS94]. Where and how to refine can be decided either a priori, before calculating the approximation, or a posteriori, after the approximation. Such approaches are extensively studied and used in engineering problems, and have also helped to deal with badly triangulted surfaces in geometry processing [SHD* 18 ].

For parameterizations, higher order basis function have only recently been considered [MC20]. In this context we also like to mention parameterizations of subdivision surfaces [DKT98, HSH10, dGDMD16], although this is slighlty different in that the mapping assumes a change of the underlying geometry alongside the refinement.

Our approach can be viewed as a search for a new piecewise linear finite element basis over the surface, using intrinsic instead of the given explicit triangle as the supported regions of the basis functions. Unlike $p$ - and $h$-refinement, we improve the approximation of the optimal mapping without adding degrees of freedom, since we still rely on a "hat" function per vertex - and the number of vertices stays constant. Applying the same perspective to previous work based on intrinsic triangulations shows that so far only the hat functions induced by the intrinsic Delaunay triangulation [BS07], or a-priori $h$-refined versions of it [SSC19], have been considered. We extend these approaches by exploring a larger space of intrinsic triangulations a-posteriori.

## 4. Method: Alternating Energy Minimization

Similar to the setup in Section 2, we assume a triangle mesh with disk topology is given as the pair $(\mathcal{T}, \mathbf{X})$ and we want to compute a parameterization by minimizing a distortion energy. The important change is that, in addition to the parameter locations, we now optimize over the combinatorial space of intrinsic triangulations admitted by the input mesh. This means the output of the optimization is the pair $(\mathcal{S}, \mathbf{P})$, specifying the triangulation in the parameter domain. To perform our energy minimization, $S$ only needs to store the edge lengths and connectivity of the intrinsic triangulation, as this information is sufficient to perform intrinsic edge flips and compute the Jacobians [BS07, FSSB07]. Although extensive data structures [FSSB07, SSC19, GSC21] are not required for the optimization we still recommend to use a data structure that can compute the common subdivision between the surface edges and the intrinsic mesh (see Section 7 for a brief discussion). The mapping is then given by combining the linear maps from the (straightedge) triangles in the parameter domain to the unfolded, straightedge intrinsic triangles of the input geometry. An example with two triangles is given in Fig. 1.

Intrinsic triangulations can be explored by flipping. Similarly to minimizing a distortion energy w.r.t. the parameter locations iteratively in a descent scheme, we want to perform intrinsic edge flips to decrease the distortion energy. For the minimization we suggest to alternate between optimization of $\mathbf{P}$ and $\mathcal{S}$. We start with $\mathcal{S}_{0}=\mathcal{T}$ and compute (locally) optimal parameter locations $\mathbf{P}_{0}$ using any of the established methods. Then, for fixed geometry $\mathbf{P}_{0}$, triangulation $\mathcal{S}_{1}$ is computed by performing flips that decrease the energy. This may enable further optimization of the parameter locations, leading to $\mathbf{P}_{1}$. The steps are repeated until there are no more flips that decrease the energy, i.e. $\mathcal{S}_{i+1}=\mathcal{S}_{i}$. Pseudo-code for this approach can be found in Algorithm 1.

Admissible, energy decreasing flips. Each flip has to be considered in both the input geometry and the current triangulation. We call the flip of edge $e=(i, j)$ admissible if the two triangles $t_{l}=\left(i, j, k_{l}\right)$ and $t_{r}=\left(j, i, k_{r}\right)$ incident on $e$ form a convex quadrilateral - in the parameter domain as well as in the intrinsic triangulation in 3D. The quadrilateral is convex, if all its interior angles are smaller than $\pi$. The quadrilateral is composed of two triangles, so it suffices to check the angles of the triangles opposite of the common edge; and the sum of the interior triangle angles at the shared vertices $i$ and $j$. Note that this check in the parameter domain also ensures that the triangulation of the parameterization has no self intersections, so necessarily remains planar. In particular, self-loops or interior vertices with degree less than three, which are possible in intrinsic triangulations [BS07, SGC21], would create angles larger than $\pi$ in the parameterization and are avoided by the convexity condition.

For an admissible flip we can compute the change in distortion energy. Since the energy is the sum of per-triangle energies (Eq. 2) and a flip has no effect on triangles other than $t_{l}, t_{r}$, it suffices to compare the per-triangle energies of $t_{l}, t_{r}$ with the two triangles $t_{i}=$ $\left(i, k_{l}, k_{r}\right)$ and $t_{j}=\left(j, k_{r}, k_{l}\right)$ generated by the flip. This means a flip

```
ALGORITHM 1: Optimize embedding
    Input : \(\mathcal{T}\)
    Output: \(\mathbf{P}_{i}, \mathcal{S}_{i}\)
    \(\mathcal{S}_{0}:=\mathcal{T}\)
    \(\mathbf{P}_{0}:=\) Parameterize \(\left(\mathcal{S}_{0}, \mathcal{E}\right) \quad / /\) Minimizes \(\mathcal{E}\left(\mathcal{S}_{0}\right)\)
    \(\mathrm{i}:=0\)
    \(\mathrm{q}:=\) Queue() // Create an empty queue
    for \(e \in \mathcal{T}\) do
        Enqueue ( \(q, e\) ) // Enqueue all edges
    end
    decreased := true
    while decreased do
        decreased = false
            while \(\mathrm{q} \neq \emptyset\) do
                \(\mathrm{e}:=\mathrm{Pop}(\mathrm{q}) / /\) Gets and removes the first
                    e in q
            \(\mathcal{S}_{\text {tmp }}:=\) IntrinsicFlipIfPossible \(\left(\mathcal{S}_{i}, e\right)\)
            if \(\mathcal{E}\left(\mathcal{S}_{\text {tmp }}\right)<\mathcal{E}\left(\mathcal{S}_{i}\right)\) then
                \(\mathcal{S}_{i+1}=\mathcal{S}_{\mathrm{tmp}}\)
                for \(\mathrm{d} \in \mathcal{D}_{\mathrm{e}}\) do
                            /* \(\mathcal{D}_{\mathrm{e}}\) contains all other edges of
                                    the diamond around e. */
                    Enqueue (q, d)
                    end
                decreased \(=\) true
            end
        end
        if decreased then
            \(\mathbf{P}_{i+1}=\) Parameterize \(\left(\mathcal{S}_{i+1}, \mathcal{E}\right)\)
            \(\mathrm{i}=\mathrm{i}+1\)
        end
    end
```

is energy decreasing if

$$
\begin{equation*}
\Delta \mathcal{E}_{i j}=a_{t_{i}} \mathcal{D}\left(\Sigma_{d_{i}}^{-1}\right)+a_{t_{j}} \mathcal{D}\left(\Sigma_{d_{j}}^{-1}\right)-a_{t_{l}} \mathcal{D}\left(\Sigma_{d_{l}}^{-1}\right)-a_{t_{r}} \mathcal{D}\left(\Sigma_{d_{r}}^{-1}\right) \tag{8}
\end{equation*}
$$

is negative. This expression can be calculated using only the connectivity and the edge lengths of the intrinsic triangulation. Note that such a flip does not necessarily reduce the energy for each of the four incident triangles of the common subdivision, as can be seen in Fig. 5.

Flipping order. In general, for a given parameterization $\left(\mathcal{S}_{i}, \mathbf{P}_{i}\right)$, more than one flip can decrease the energy. On the other hand performing a flip may (1) invalidate other admissible, energy decreasing flips and (2) enable additional ones that were inadmissible before. So the question is whether certain orders for the flips lead to better local minima.

An obvious choice for prioritizing flips is the decrease in energy, i.e., the magnitude of $\Delta \mathcal{E}_{i j}$. More complicated heuristics are possible, potentially looking into the values of invalidated/enabled flips. On the other hand, prioritizing the flips requires maintaining a priority queue (ideally with mutable priorities because of the changes mentioned above), incurring extra costs. Without prioritizing the flips, we can just walk over the edges in any convenient order, flip if admissible and decreasing the energy, until no such flips are left.


Figure 3: The relative energies and relative times it took for two meshes to converge using our method optimizing different standard energies. The used meshes are \#106620 (left) and \#222747 (right) of the Thingil0k dataset [ZJ16].

Table 1: Energy decrease and computation time for alternating optimization. Energies and times are relative to optimization without flipping. Statistics (mean, median, and percentiles) are based on the relative numbers and are taken over the data set of 756 triangulated surfaces. The $95 \%$ percentile for the relative energy and the $5 \%$ percentile for the relative time are close to 1 and omitted.

|  | Relative energy |  |  |  | Relative time |  |  |
| :--- | ---: | ---: | ---: | ---: | :--- | ---: | ---: | ---: |
|  | avg | med | $5 \%$ |  | avg | med | $95 \%$ |
| Harmonic | 0.912 | 0.995 | 0.481 |  | 2.8 | 2.7 | 4.4 |
| Conformal | 0.945 | 0.995 | 0.746 |  | 1.4 | 1.4 | 2.0 |
| Sym. Dir. | 0.993 | 1.000 | 0.995 |  | 1.0 | 1.0 | 1.1 |
| ARAP | 0.821 | 0.934 | 0.137 |  | 2.2 | 1.5 | 5.3 |

## 5. Exploration

In the following we explore the idea laid out in the previous section on a set of example meshes. This set is the result of querying Thingi10K [ZJ16] for (a) manifold triangulated topological disks, and (b) manifold topological spheres, which were cut using the libigl [JP* 18] implementation of the mixed-integer quadrangulation cut graph [BZK09]. We filtered these meshes further such that every mesh has no flipped triangle after applying any of our parameterization methods. Together this results in above 756 test cases.

Our implementation of parameterization with intrinsic flipping is based on libigl [JP* 18] and geometry central [SC $\left.{ }^{*} 19\right]$. The latter supports mapping between the intrinsic and extrinsic triangulation [SGC21], which we use for visualizing the resulting parameterizations based on regular textures.

In the exploration we collect data for the basic idea of alternating energy minimization for the four energies described in Section 2 and address the following aspects:

Energy: How much energy decrease is possible with intrinsic flipping?
Timing: How do the execution times compare between minimiz-

## Symmetric Dirichlet



Figure 4: Two meshes (\#103357 and \#49902 from Thingil0K [ZJ16] in grey) are parameterized using symmetric Dirichlet (top) and ARAP energy (bottom). Although the energy decreases by a factor of only 0.999 at the top we can clearly see the improved straight lines in the planar region. On the bottom, the energy has decreased by a factor of 0.074, but besides some overall improved alignment, the individual triangles do not seem to have improved that much.
ing only the positions and additionally alternating between flipping and further decreasing the energy?
Visual differences: How does the parameterization look like? Are the differences between the reference method and our improvement visible?
Visualization overhead: By what factor is the mesh size increased when adding vertices required for expression of the common subdivision? How does the time compare to optimization time?
Alternation strategy: Is it better to always exhaust one of the two ways to decrease the energy? Or should we prioritize flipping or modifying the parameter locations?

## Harmonic



Figure 5: We minimize the harmonic energy of the mesh \#89912 of the Thingil0k dataset [ZJ16]. The edge hinge on top got flipped (dashed line). The overall energy decreased (red) although it increased in some areas (blue).


Figure 6: Extension of Table 1. Histogram of the ratio distribution of intrinsic energy to extrinsic energy for all meshes. Symmetric Dirichlet energy shows the least improvement.

Flipping orders: Does preferring flips that decrease the energy most lead to larger total energy decrease?

Energy and time. In our standard setting, we optimize the parameter positions until convergence and then exhaust energy decreasing flips, without ordering the flips in any way. We perform this optimization over the set of triangle meshes and compare energy and time to optimizing positions for the starting extrinsic triangulation. A typical decrease in energy is shown in Fig. 3 and the reduced texture distortion is visualized in Fig. 7. The improvement is measured as the ratio of resulting intrinsic energy and initial extrinsic energy. So, smaller ratios are better; for example, a ratio of 0.912 means the energy improved by $8.8 \%$. A short summary of the statistics provided in Table 1 is visualized as histograms in Fig. 6.

We find that the energy can be decreased by flipping in almost all cases, more significantly for harmonic and ARAP energy, and marginally for symmetric Dirichlet energy. Interestingly, despite the nominally small decrease in energy, the differences are clearly visible also for symmetric Dirichlet, as shown using checkerboard textures in Fig. 9 and Fig. 4 (top). This could be explained by the

Table 2: Vertex count ratios of the common subdivision to the input mesh, and computation times for constructing the subdivided mesh relative to the alternating optimization. The 5\%-percentiles are omitted, since they correspond to cases where there are very few flips, so the vertex ratios are 1 and relative times are close to 0 .

|  | Vertex Ratio |  |  |  | Relative time |  |  |
| :--- | :---: | ---: | ---: | :--- | :--- | :--- | ---: | ---: |
|  | avg | med | $95 \%$ |  | avg | med | $95 \%$ |
| Harmonic | 1.4 | 1.2 | 2.7 |  | 0.6 | 0.3 | 1.5 |
| Conformal | 1.4 | 1.1 | 2.8 |  | 0.4 | 0.3 | 0.2 |
| Sym. Dir. | 1.5 | 1.1 | 3.8 |  | 0.0 | 0.0 | 0.0 |
| ARAP | 2.3 | 1.5 | 6.3 |  | 0.0 | 0.0 | 0.1 |

Table 3: Absolute time (in seconds) for selected meshes of the intrinsic optimization (Opt.) and creating the common subdivision (CS) using the resulting intrinsic triangulation.

|  | Har. |  | Con. |  | Sym. Dir. |  | ARAP |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Mesh ID | Opt. | CS | Opt. | CS | Opt. | CS | Opt. | CS |
| 471990 | 0.9 | 0.4 | 0.8 | 0.3 | 306 | 0.6 | 101 | 0.9 |
| 79193 | 0.4 | 0.1 | 0.4 | 0.2 | 132 | 0.1 | 33 | 0.2 |
| 100388 | 0.7 | 0.3 | 0.7 | 0.3 | 269 | 0.2 | 74 | 0.4 |
| 133568 | 3.4 | 1.1 | 4.2 | 1 | 1226 | 0.9 | 603 | 1.3 |
| 518083 | 11 | 3 | 6 | 2.6 | 5849 | 2.7 | 312 | 3.3 |

fact that a flip, although it decreases the overall energy, usually also increases the energy of neighbouring triangles as can be seen in Fig. 5. On the other hand, we also noticed that the decrease in energy may be large, but the improvement, while visible, is moderate at best - Fig. 4 (bottom) shows an example.

For harmonic energy, the relative increase in time is significant, because each iteration in our implementation requires a new linear solve. For minimizing conformal energy, we use the Gauss-Seidel method to approximate the result of the linear system after the first minimization w.r.t. extrinsic geometry, making the relative increase in time lower than for harmonic energy. We also tried to use GaussSeidel for harmonic energy, but we observed that the time to convergence was worse than using CHOLMOD [CDHR08]. We found a simpler way to reduce the extra cost as discussed in the following section for these energies. For ARAP the increase in time is moderate, and for symmetric Dirichlet almost negligible, as the bulk of the optimization time is spent on computing the initial local minimum starting from a Tutte embedding.

Prioritization. Based on the results for the standard setup we tried different strategies for prioritizing parameter location optimization and flipping. As expected, it is best to optimize the energy until completion. On average, applying flipping after 50 iterations of location optimization for ARAP results in an energy difference smaller than $10^{-4}$, and for symmetric Dirichlet of about 0.05 . Likewise, prioritizing flips that have larger $\Delta \mathcal{E}$ (in magnitude) is not significantly affecting the results (the resulting average and median relative energy differences are smaller than $10^{-3}$ ), so we suggest to simply flip in the most convenient order. In Fig. 8, we show a his-


Figure 7: Two meshes (\#222694 and \#106620 from Thingil0K [ZJ16] in grey) are parameterized using conformal (top) and symmetric Dirichlet energy (bottom). The left parameterization is the standard result. Intrinsic flipping further optimizes mapping, apparent especially in planar regions.
togram of resulting energies over different random orders of flips. We also find that the majority of energy reduction occurs in the first two iterations. The effect of additional iterations is not noticeable in numbers and visualizations, see Fig. 9.

Common subdivision. To visualize the texture, we need to intersect the intrinsic triangulation resulting from the optimization with the extrinsic triangulation of the input mesh. To do this, we compute the common subdivision of the input mesh and the intrinsic mesh. The number of additional vertices introduced by the common subdivision depends on the number of intrinsic flips. The time for computing the subdivisions are negligible compared to the optimization times for ARAP and symmetric Dirichlet energies. For minimizing conformal and harmonic energies, the relative time varies depending on the number of vertices in the common subdivision. For our data set, computing the common subdivision required on average $10 \%$ of the time for optimization, see Table 2.


Figure 8: Instead of flipping in some fixed order in each iteration of alternating minimization (orange point), we run 50 optimization with randomized order of flips. The histograms show the distribution of the energy for Mesh \#1411702 from Thingi10K [ZJ16]. Red points correspond to optimization without flipping. Green points are the resulting energies when flips are prioritized based on energy decrease. The order of flipping appears to have negligible impact on the effect of fipping.

## 6. Initialization

In our exploration we made an important observation: For harmonic and conformal energy, every energy decreasing flip is an intrinsic Delaunay flip, i.e. turns an edge that is not intrinsically Delaunay into an intrinsic Delaunay edge. Based on this observation we verified that, conversely, an intrinsic Delaunay flip never increases the energy. We will prove this observation, but perhaps more importantly, it suggests that we could have performed energy decreasing flips independent of the parameterization. Concretely, for harmonic and conformal energy it may seem promising to first establish an intrinsic Delaunay triangulation of the input and use this as the initial triangulation. Then we would know that no further flips during the minimization will be necessary, and in this case a single pass of optimizing the parameter locations suffices to find the optimal solution. Alas, the situation is not as easy, because we have to restrict the triangulations $\mathcal{S}$ to topological disks, more specifically, to 3 -connected planar triangle graphs. Intrinsic Delaunay flips are known to create self loops around small structures such as cones [ $\mathrm{BS} 07, \mathrm{SGC} 21]$; and in the process they might also reduce vertex degrees below three.

For other deformation energies it is not even clear how flips could be characterized that decrease the energy independently of the parametric realization, or at least for 'expected' parameterizations. We can nonetheless ask: what flipping strategy / heuristic could be used to generate an initial intrinsic triangulation that leads to faster decrease in energy? Such a different starting point might lead to faster convergence for the optimization of parameter locations, or might result in offering a good compromise when using the parameterization result after a single step of the procedure.

Intrinsic Delaunay flips. We observed that intrinsic Delaunay flips are energy decreasing for harmonic and conformal energy. To see why this has to be true, consider the parameter locations $\mathbf{P}$ as a rectangular matrix with the two rows $\mathbf{p}_{u}, \mathbf{p}_{v}$. Then harmonic energy

## Symmetric Dirichlet



Figure 9: Given the input mesh (\#222747 from ThingilOK [ZJ16]) we optimize for the symmetric Dirichlet energy [SS15]. The difference after the first iteration are barley visible.
(plugging in Eq. 3 into Eq. 2) can be written as

$$
\begin{equation*}
\mathcal{E}(\mathbf{P})=\mathbf{p}_{u}^{\top} \mathbf{L}_{\mathcal{T}} \mathbf{p}_{u}+\mathbf{P}_{v}^{\top} \mathbf{L}_{\mathcal{T}} \mathbf{P}_{v}, \tag{9}
\end{equation*}
$$

where $\mathbf{L}_{\mathcal{T}}$ is the cotan-Laplacian of the (intrinsic) triangulation $\mathcal{T}$. Now consider a triangulation $\mathcal{T}^{\prime}$ that arises from $\mathcal{T}$ by a single flip. If the flip that generates $\mathcal{T}^{\prime}$ from $\mathcal{T}$ is a Delaunay flip, then necessarily $\mathbf{f}^{\top} \mathbf{L}_{\mathcal{T}}, \mathbf{f} \leq \mathbf{f}^{\top} \mathbf{L}_{\mathcal{T}} \mathbf{f}$ for any vector of function values $\mathbf{f}$ [Rip90, BS07]. Using this observation for the energy in Eq. 9 above, i.e. using $\mathbf{p}_{u}$ and $\mathbf{p}_{v}$ as $\mathbf{f}$, shows that intrinsic Delaunay flips never increase the harmonic parameterization energy.

For conformal energy we have to additionally consider the area term $\operatorname{det}\left(\Sigma_{t}^{-1}\right)$ for the triangles (see Eq. 4). Note that this expresses the change in area from the intrinsic triangulation to the parameter domain. Since this term is multiplied by $a_{t}$ in Eq. 2, it measures the area of the triangle in the parameter domain. For a flip we sum up over the two triangles $t_{l}, t_{r}$, so in total this measures the area of the quadrilateral spanned by the two triangles. The same is true after the flip, so this part of the energy is irrelevant for flipping - and it follows that intrinsic Delaunay flips are also optimal for minimizing the conformal energy.

Intrinsic Delaunay triangulations as initialization. Knowing that we can perform intrinsic Delaunay flips and this generally decreases harmonic energy for any realization in the parameter domain suggests performing such flips a-priori. As mentioned, in our context there is still a topological restriction: the flips have to preserve the planarity of the triangle graph and maintain a vertex degree of at least three. We augment Delaunay flipping with this restriction and call the result a planar intrinsic Delaunay triangulation, denoted $\mathcal{S}^{\circ}$.
While intrinsic Delaunay triangulations (assuming nondegenerate input) for a given PL surface of arbitrary topology are unique [BS07], the restricted planar version $\mathcal{S}^{\circ}$ is not: consider the space of (intrinsic) triangulations of $(\mathcal{T}, \mathbf{X})$ as the nodes of a connected graph. Two nodes are connected by an edge in this graph if they are related by a flip (this is the so-called flip-graph of triangulations over a fixed point set, see [DLRS10]). Now orient each edge based on the Delaunay property. Bobenko and Springborn [BS07] showed that this oriented flip graph is strongly connected and has a unique sink. In our context we need to restrict the flips to maintain planarity and 3 -connectedness. This removes edges from the flip graph, creating at least one connected component of planar triangulations, because the initial triangulation is planar. We know that this component may be disconnected from the global minimum of harmonic energy, as the intrinsic Delaunay


Figure 10: Mesh \#222690 from Thingi10K [ZJ16] parameterized with symmetric Dirichlet energy. Energy decreasing flipping improved the mapping (note the difference in the isolines), but the resulting intrinsic triangulation is not Delaunay.
triangulation (the global minimum) is not necessarily planar or 3 -connected. In general, there is no reason that the connected component containing the initial planar triangulations to have a unique sink. The harmonic energy of different sinks may depend on function values, in our case the parameter locations of the vertices. This means the optimal triangulation may also depend on the realization in the plane. As we show in the following experiments, generating a planar intrinsic Delaunay triangulation by greedy Delaunay flipping is nonetheless a better starting point than the extrinsic triangulation (in most cases).

Intrinsic Delaunay flips are generally not decreasing symmetric Dirichlet or ARAP energy. One might speculate that they it nonetheless useful to use $\mathcal{S}^{\circ}$ as initialization. Note that both energies contain Dirichlet energy as one of the terms (Eqs. 5, 7). For symmetric Dirichlet, the second term is minimized exactly if an edge is Delaunay also in the parameterization domain. Assuming an energy minimized state is almost conformal, one may argue that the angles should be similar in both realizations, and it is likely that an edge that is intrinsically Delaunay in the input is also extrinsically Delaunay in the parameterization.

Table 4: Comparison of energy starting from planar intrinsic Delaunay triangulations rather than the extrinsic triangulation, for optimization of the parameter locations and no further flipping as well as alternating optimization until convergence. Compare also to Table 1. The average values are not included due to very large symmetric Dirichlet energies caused by Tutte embedding with planar intrinsic Delaunay triangulations.

|  | No further flipping |  |  |  | Alternating |  |  |  |
| :--- | ---: | ---: | ---: | :--- | :--- | :--- | ---: | ---: |
|  | med | $5 \%$ | $95 \%$ |  | med | $5 \%$ | $95 \%$ |  |
| Sym. Dir. | 1.000 | 0.999 | 2.705 |  | 1.000 | 0.998 | 2.446 |  |
| ARAP | 0.995 | 0.873 | 1.027 |  | 0.970 | 0.441 | 0.998 |  |

We have performed experiments, similar to the previous section, optimizing symmetric Dirichlet and ARAP energy starting from $\mathcal{S}^{\circ}$. We compare the results of the initial parameterization with the alternating optimization approach that searches for further flips after each parameterization step. In Table 4 we show the results after computing the parameterization. We have excluded the mean as it was affected by several outliers in the energy optimization. Interestingly, the statistics indicate that it is not preferable to start from the intrinsic Delaunay triangulations for these energies as starting from the given triangulation yields lower energies (c.f. Table 1). Indeed, in most cases the optimized triangulation contains many non-Delaunay edges - this is illustrated in Fig. 10.

## 7. Discussion

The idea of optimizing mesh parameterization by intrinsic flipping works. The difference are often clearly visible in the resulting textures, while showing only marginally in the energies.

For visualization, we need to map from points on the surface to the parameter domain for lookup of the texture values. In the standard graphics pipeline this is done by interpolation of texture coordinates stored in vertices. If one wants to exploit this technique, it is necessary to triangulate the intersection of the extrinsic and intrinsic mesh, and compute texture coordinates for the vertices resulting from edge-edge intersections by barycentric interpolation along the intrinsic edges (which are the edges in the parameterization). Depending on the application, the additional computation for processing the resulting additional vertices may not be worth the improved quality in texture mapping. An example with a significant amount of added vertices is shown in Fig. 11.

Another perspective on our method is that the piecewise linear finite element basis we use to approximate the optimal mapping has different supports. It would be interesting to see how increasing the degree of the basis functions would affect the mapping. Our approach offers a natural recursive refinement on the number of elements as well: optimize using intrinsic flipping, insert vertices at the intersection of intrinsic and extrinsic edges, triangulate, and then repeat the process with the refined mesh. Notice that choice of diagonals when triangulating non-triangular faces is irrelevant, because we allow intrinsic flipping in the next iteration of this process. We also want to note that the consideration of intrinsic flipping is


Figure 11: Mesh \#47089 from ThingilOK [ZJ16] parameterized with ARAP energy. Representing the intrinsic parametrization as an ordinary piecewise linear mapping from the plane requires the common subdivisions of the input mesh and the intrinsic triangulation. Intrinsic edges are colored in red. For this mesh the number of vertices quadrupled, from 2919 to 11604.
not restricted to toplogical disks but could be applied to more general settings (such as spheres [AL15] or orbifolds [GGS03]), as well.
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