Illustrative Motion Smoothing for Attention Guidance in Dynamic Visualizations
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\caption{Snapshot of a single frame of a molecular animation without any illustrative motion smoothing (a), with moderate visual motion smoothing applied to context elements (b), and a high level of visual motion smoothing (c). The focus element is marked by a circle in (a) for illustration purposes. Moderate visual motion smoothing (b) was found to be a good trade-off between story comprehensiveness and obtrusiveness in our study. Please also refer to the supplementary video.}
\end{figure}

Abstract

3D animations are an effective method to learn about complex dynamic phenomena, such as mesoscale biological processes. The animators’ goals are to convey a sense of the scene’s overall complexity while, at the same time, visually guiding the user through a story of subsequent events embedded in the chaotic environment. Animators use a variety of visual emphasis techniques to guide the observers’ attention through the story, such as highlighting, halos – or by manipulating motion parameters of the scene. In this paper, we investigate the effect of smoothing the motion of contextual scene elements to attract attention to focus elements of the story exhibiting high-frequency motion. We conducted a crowdsourced study with 108 participants observing short animations with two illustrative motion smoothing strategies: geometric smoothing through noise reduction of contextual motion trajectories and visual smoothing through motion blur of context items. We investigated the observers’ ability to follow the story as well as the effect of the techniques on speed perception in a molecular scene. Our results show that moderate motion blur significantly improves users’ ability to follow the story. Geometric motion smoothing is less effective but increases the visual appeal of the animation. However, both techniques also slow down the perceived speed of the animation. We discuss the implications of these results and derive design guidelines for animators of complex dynamic visualizations.

CCS Concepts

- \textit{Human-centered computing} → \textit{Empirical studies in visualization}; - \textit{Computing methodologies} → \textit{Animation};

1. Introduction

Learning about dynamic processes can be facilitated by animation, which has been found to be more effective than a series of static images when done well [TMB02]. For example, molecular visualization frequently uses animations to depict complex biological processes [KKF*17]. In the field of biology, studies have shown that students retain more information for a longer period of time after viewing an animation instead of static graphics [O’d07] and that students had the best post-test scores – and thus understanding
Visualization of dynamic biological processes is particularly challenging because the phenomena to be conveyed often consist of a series of fast and chaotic movements—the so-called Brownian motion—in a crowded environment. This seemingly erratic movement by individual molecules is caused by constant collisions with other molecules. Therefore, biological animations easily become overwhelming or cluttered. That means they are so packed with visual information that it is getting difficult to reliably attract the viewer’s attention to the main actors of the story [RLN07]. If too cluttered, an animation may even be harmful for learning, especially if the content is so complex that it is unclear where the attention should be directed [RCR09]. Animators are therefore facing the challenge of carefully balancing two competing requirements for creating insightful biological animations: they want to communicate the complexity of the scene and, at the same time, visually guide the user through the story of subsequent events embedded in this chaotic environment.

Visualization designers and animators use a variety of techniques to declutter complex dynamic visualizations, such as low-lighting of contextual parts of the animation [DKTRP07], visual abstraction [BTM*19,LKEP14,GMF*21], or spatialization and carefully chosen camera angles [Iwa07]. Popular educational videos in the biological field often use a combination of selective camera angles, low-lighting, depth-of-field, and motion blur [Ber09,Ber18]. While design recommendations [TMB02,RCR09] and experience reports [Iwa07] exist, empirical evidence on attention guidance in dynamic scenes is scarce such that animators often work based on their intuition. Indeed, in their survey of 25 years of animation, Chevalier et al. [CRP*16] note that the influence of different factors of the animation, such as the speed or the number of objects possibly tracked, is still not sufficiently investigated.

In this work, we make a step towards closing this gap by systematically investigating the effect of illustrative motion smoothing on the story comprehensiveness, speed perception, and subjective visual appeal of a dynamic biological visualization. Motion smoothing declutters the scene by removing high-frequency movement. We are particularly interested in whether selectively applying motion smoothing effects is sufficient to effectively guide the users’ attention without adding artificial attention cues, such as halos, to the scene. We propose and investigate two motion smoothing strategies: 1) geometric smoothing that removes high-frequency jitter of the scene elements’ motion trajectories, and 2) visual smoothing by adding motion blur. Our proposed illustrative motion smoothing applies these smoothing effects to contextual scene elements only while retaining the unmodified appearance of focus elements.

Through a crowdsourced study investigating a dynamic molecular visualization, we aim to answer the following research questions:

**Q1 (comprehensiveness):** Is illustrative motion smoothing sufficient to visually guide users through the main story in a cluttered dynamic visualization without additional attention cues?

**Q2 (perception):** How does illustrative motion smoothing affect the perceived speed of the dynamic visualization?

**Q3 (obtrusiveness):** Does illustrative motion smoothing affect the visual quality of the visualized scene?

In summary, our contributions are the following:

1. We introduce a new attention guidance technique, which selectively applies motion smoothing to contextual scene elements in crowded dynamic visualizations.
2. We present the results of a crowdsourced study evaluating the effectiveness of illustrative motion smoothing, its impact on speed perception, and its level of obtrusiveness.
3. We formulate design guidelines for effective illustrative motion smoothing in dynamic visualizations.

### 2. Related Work

We first outline how previous work has used illustrative techniques to effectively convey dynamic phenomena in static and dynamic visualizations. Afterwards, we discuss the background of motion perception in visualizations.

#### 2.1. Visualization of Dynamic Processes

Static visualizations depicting dynamic processes often use illustrative techniques to indicate motion, such as speedlines, flow ribbons, opacity modulation, or strobe silhouettes [JR05]. Others explicitly illustrate “causal chains” by analyzing the motion of scene elements, such as mechanical assemblies or motion-captured body parts, and sequentially highlight key elements together with arrows [MYY*10,BZOP07]. Short video sequences can be visually summarized in single images using stroboscopic motion illustration [ADA*04] and visualizations of extracted trajectories [MI13]. Stroboscopic motion illustration is conceptually similar to motion blur as it merges multiple static poses of the animation into a single image to suggest movement. Similarly, for static images, motion blur generates the impression that objects are moving [CNM96]. To the best of our knowledge, stroboscopic motion illustration has been demonstrated only on sparse scenes, such as footage from a static surveillance camera. In this work, we are interested in cluttered scenes capturing complex processes. For these cases, animations seem to be more effective [TMB02,O*07,JM12]. Therefore, we focus on dynamic visualizations in this work.

Particularly in the field of molecular visualization, designers and researchers have experimented with a variety of illustrative visualization techniques. For example, the molecular viewer ePMV [JAG*11] supports motion blur both for static images and for slow animations “to imply dynamics”. In contrast to global motion blur, we apply motion blur selectively to context elements to make focus elements stand out, similarly to the semantic-depth-of-field effect for static visualizations [KMH02]. Le Muzic et al. [LMWPV15] performed geometric trajectory smoothing of selected focus molecules in fast-forward animations to allow users to follow a chain of reactions. In our work, we propose a similar geometric motion smoothing effect but reverse it: we do not manipulate the movement of focus elements but rather reduce high-frequency motion of contextual scene elements to make focus elements visually stand out due to their more chaotic movement.

Others manipulate the rendered visualization by slowing down
or speeding up the entire animation – either depending on a global [BMT’19] or a spatial degree of interest [SSS’20]. Using such global “time-stretching” and “time compression” is a common strategy of animators [Jen17]. In virtual reality, researchers have proposed slow motion effects, similar to effects shown in the well-known Matrix movie [RGR17, LCL19]. During studies of these systems, users explicitly asked for motion blur effects to emphasize the slow motion episodes. In our work, we apply selective geometric motion smoothing on contextual scene elements and explore the interaction between this geometric smoothing and motion blur.

There is surprisingly little work on attention guidance in dynamic scenes, which does not slow down the entire animation. One strategy is to suppress the lightness and contrast of contextual parts of the animation [DKTRP07]. Others use motion-independent depth-of-field effects for animated pathlines [LGP14]. Researchers have also investigated attention guidance by adding highly salient attention cues, such as flicker [WLMB’14], or by using an additional modality to the visual content, such as audio [RHA17, XMWZ19]. In the field of mixed reality, where users are facing dynamic imagery by constantly changing their view, researchers have proposed attention guidance through luminance changes [BSM’13], by target saliency manipulation of the image [SLP’22], or by adding an artificially moving light cone [RHA17]. In contrast to these works, we assume that we have a highly complex scene, whose inherent motion we aim to selectively declutter to guide the user’s attention to the remaining high-frequency elements in the scene. To the best of our knowledge, we are the first to systematically investigate such selective motion smoothing in dynamic scenes.

2.2. Motion Perception in Dynamic Visualizations

Human observers are very sensitive to motion. Studies have shown that in computational neurobiological models of attention (as proposed, for example, by Itti et al. [IDP03]), flicker and motion detectors are the strongest predictors of human attention in dynamic scenes [Itt05, MSHH11]. It can therefore be expected that selectively modifying motion parameters in the scene can have considerable effects on scene perception:

Animation speed can have a strong influence on what users may learn from an animation. Fischer et al. [FLS08] showed that users focus more on the functional aspects when viewing an animation of a pendulum clock at a higher speed. Selectively smoothing the trajectory of focus elements allows users to better follow the story but also makes the scene appear slower as a whole [LMWPV15].

The human visual system (HSV) integrates the images captured on the retina for around 120 milliseconds, which can lead to a smeared or elongated perception of quickly moving objects [Bur80]. For static images, such as photographs or illustrations, motion blur therefore can generate the impression that objects are moving [CNM96]. In a dynamic scene containing a single rotating sphere, Navarro et al. [NCSG11] investigated the effect of shutter times, antialiasing, and texture detail at different movement speeds on perceived visual rendering quality. Their results indicate that too long shutter speeds lead to unrealistically excessive motion blur. In more complex dynamic scenes, objects that are actively tracked by the observer are expected to appear sharper than non-tracked distractors [SBE’14]. Our illustrative motion smoothing approach takes these considerations into account and leaves the focus elements unsmoothed.

Tang et al. [TKL13] evaluated the impact of artificial motion blur on speed perception for teleoperated vehicles. They showed that users were significantly better to judge their driving speed in the presence of motion blur. In contrast, adding motion blur to a 3D racing game did not improve the players’ subjective speed impression or gaming experience [SNMH13]. Holm et al. [HSK16] found that a larger field of view increases the perceived speed in racing games, but strong motion blur can even decrease the perceived speed. In virtual reality scenes, motion or depth-of-field blur did not have any influence on users’ distance and speed estimations [LRB’16]. In summary, these studies provide mixed results about the impact of motion blur on subjective speed perception. However, the visualizations we want to address differ as we have a static observer and a highly dynamic scene.

Strictly controlled psychophysics experiments have shown that extending the length of a motion smear following an object leads to speed overestimation [VPC08]. In the context of flow visualization, Birkeland et al. [BTV14] evaluated the perception of relative speed for animated flow fields. They varied the speed, contrast, direction of motion, and also added comet tails. The comet tails could slightly improve the users’ speed estimations. In contrast to these works, dynamic molecular visualization consists of merely undirected, random motion. In the context of surveillance video analysis, Höferlin et al. [HKH’12] compared four fast-forward video visualization techniques to summarize long video sequences: frame skipping, temporal blending to generate motion blur effects, adding object trails, and showing predictive motion cues. In their study, temporal blending led to subjective information overload, which caused users to miss search targets. Also, the ability to perceive motion was considered low by the participants. However, surveillance videos only sparsely contain moving objects, while dynamic molecular scenes are much more crowded. Our work, therefore, contributes new insights for attention guidance in highly complex dynamic visualizations.

3. Illustrative Motion Smoothing

Illustrative motion smoothing aims to modify the visual saliency of a cluttered dynamic visualization so that the attention is guided to the focus elements of the main story while conveying the chaotic nature of the scene. Humans are able to visually distinguish objects by their movement speed [IC92]. In particular, quickly moving objects are more attention-grabbing within a set of slowly moving distractors [Ros99]. Illustrative motion smoothing utilizes this phenomenon and selectively modifies the dynamic representation of the scene so that focus elements exhibit more high-frequency motion than contextual elements. We achieve this by artificially reducing the attention-grabbing high-frequency motion in the contextual part of the dynamic scene. This way, the focus parts gain relatively higher visual prominence. Illustrative motion smoothing can therefore be categorized as a context suppression [WKG17] or anti-cueing [LB11] technique operating on motion channels. The advantage of context suppression is that it leaves the focus elements...
unmodified so that the main actors of the story can be shown in full detail.

We exemplify illustrative motion smoothing on molecular scenes, which are especially dense and chaotic due to Brownian motion. Note that molecular animations typically show a significantly sparsified depiction of molecular environments, which are otherwise so densely packed that a dynamic visualization would be meaningless [Iwa07]. We assume that focus elements are given from an underlying narrative, e.g., a sequence of biological structures performing reactions [KSM+23]. The remaining scene elements represent the context and are subject to illustrative motion smoothing.

3.1. Geometric Motion Smoothing

Fractal Brownian motion is a generalization of Brownian motion and is equivalent to Perlin noise [VL15]. To implement Brownian motion in a real-time system, molecular positions can therefore be sampled from a continuous random noise function approximating Perlin noise. The position $p$ of the $i$'th molecule in the scene at animation time $t$ with a pre-defined fixed velocity $v$ is thereby computed as follows for each vector component $x$:

$$p_x(i,t) = n(x \cdot i + t \cdot v + n(x \cdot i + t \cdot v)),$$

where $n$ is the continuous random noise function taking a single seed value as input. By nesting two noise functions, higher-frequency positional changes can be achieved. This results in noticeable visual jitter of the individual molecules, as shown in Figure 2a.

To achieve geometric motion smoothing, we straighten the trajectories of contextual molecules. Trajectory smoothing has been previously formulated by Le Muzic et al. [LMWPV15] as an Infinite Impulse Response low-pass filter, which is applied to the sequence of positions obtained from the preceding simulation. For real-time implementations, where the animation sequence is computed on-the-fly, trajectories can be smoothed by reducing the influence of the nested noise function in Equation 1 by a normalized smoothing factor $\tau$:

$$p_x(i,t) = n(x \cdot i + t \cdot v + (1 - \tau) \cdot n(x \cdot i + t \cdot v)).$$

By reducing the high-frequency jitter of molecular movement, geometric motion smoothing effectively shortens the trajectories (see Figure 2b) and thereby reduces the speed of context elements. In a preliminary study, Le Muzic et al. [LMWPV15] found that by just smoothing the trajectories of focus elements, the perceived speed of the entire scene was decreased. As we apply geometric motion smoothing on the contextual scene elements, which are much more numerous than the key elements of the story in focus, we also expect to observe a considerable perceived slow-down effect.

3.2. Visual Motion Smoothing

Visual motion smoothing adds temporal blending on contextual elements to generate a motion blur effect. When capturing a moving object with a camera, the amount of visible motion blur depends on two aspects: the speed of the object and the camera’s shutter speed [Bri08]. Within a scene, an observer can assume that the camera’s shutter speed is constant. That means, to perceive more motion blur, objects need to move faster. It can therefore be expected that increasing motion blur also leads to a higher perceived speed, which has also been observed in psychophysics experiments [IC92]. However, it is still unknown if the average speed of the objects in the scene is also overestimated when motion blur is only applied selectively.

In real scenes recorded by a physical camera, visible motion blur is captured automatically as the incoming light is integrated during the camera’s exposure time. In rendered scenes, motion blur needs
to be artificially simulated, and multiple algorithms have been discussed [NSG11]. One simple algorithm, which is suitable for real-time rendering, simulates the slower shutter speed of a camera by using an incrementally cleared accumulation buffer to create a fading motion trail behind a moving object. With this algorithm, however, more recent frames will have a higher weight resulting in a fading streak instead of a motion blur trail with averaged intensities. Such motion trails – as also employed in the study by Höferlin et al. [HKH*12] – do, however, not correspond to the behavior of real-world cameras and lead to less visual smoothing.

An even simpler real-time approach is to create a buffer containing the motion field of the scene between two frames. The resulting per-pixel motion vectors can then be used to apply directed Gaussian blur to the output image. While this method works well for short motion trails, it produces artifacts for longer trails due to the temporal instability of the motion vectors. As the blur can only be applied linearly along the motion vector, rapid changes in direction will result in jittery, unstable trails. To simulate real-world camera shutters more accurately, video post-processing tools provide an echo effect, which can blend the intensities of both, previous and upcoming frames. This leads to a smooth motion trail.

Illustrative visual motion smoothing applies motion blur to contextual elements only. In the worst case, this can introduce a disturbing visual discrepancy between artificial motion cues and the perceived movement. Ideally, if motion blur indeed causes observers to overestimate the speed, it could compensate for the lack of actual motion due to geometric motion smoothing.

4. Study

We conducted a crowdsourced study with 108 users recruited from Prolific [PS18] to answer our research questions Q1 to Q3 listed in Section 1. For the study, we used a molecular scene rather than more simplified stimuli to increase the engagement of the participants.

4.1. Hypotheses

With respect to comprehensiveness (Q1), we hypothesized that both illustrative motion smoothing techniques contribute positively to the ability to follow a story in a cluttered visualization. As targets moving with higher frequency tend to stand out among a set of slowly moving distractors [Ros99, IC92], geometric motion smoothing will significantly facilitate the task by making focus elements stand out from the context (H1.1). In addition, blurring static context information has been shown to generate a similarly strong popout effect as traditional color highlights [KMH02]. It is, therefore, reasonable to assume that selective motion blurring of moving objects will make the non-blurred objects stand out visually (H1.2).

Concerning motion perception (Q2), we hypothesized that, intuitively, increased geometric motion smoothing will decrease the perception of speed (H2.1), as previously shown by Le Muzic et al. [LMWPV15] when smoothing focus elements (see also Section 3.1). Conversely, previous work [VPC08] has suggested that motion blur may generate the illusion of more quickly moving objects (H2.2), as also elaborated in Section 3.2. We, therefore, expected to see an interaction between motion blur and geometric motion smoothing so that increasing visual motion smoothing would compensate for the decreased speed perception due to geometric motion smoothing (H2.3).

With respect to obtrusiveness (Q3), Le Muzic et al. [LMWPV15] have previously shown that smoothing the trajectories of molecules in the focus is not considered to be obtrusive but rather increased the visual appeal of the scene. We therefore also expect a similar effect when geometrically smoothing the motion of contextual element, i.e., a higher subjective visual quality of the scene with smoother context trajectories (H3.1). However, long motion blur trails have been assessed as unpleasant [NCSG11] and overwhelming [HKH*12] by users. We, therefore, expect to observe decreased visual quality with increasing visual motion smoothing (H3.2).

4.2. Stimuli

The molecular interaction scenes were presented as short pre-recorded video sequences generated with the Marion visualization framework [MKS*17]. Each video lasted 20 seconds with a resolution of 1024×576 pixels. All animations comprised eight different types of molecules and 1,000 molecules in total. As clearly visible in Figure 3, this does not lead to a very crowded scene. However, early informal pilot tests showed that more crowded scenes made the task to spot reactions very difficult, especially without any illustrative motion smoothing. To keep the level of frustration low, we therefore sparsified the scene.

Molecules were color-coded according to their type so that also users without molecular biology knowledge could solve the task. We used the 8-class Set1 color map provided by ColorBrewer [HB03]. Even though this color choice significantly lowers the visual appeal, all colors can be uniquely named (red, blue, green, purple, etc.), which facilitates remembering the reaction partners for the users. All molecules had approximately equal sizes.

In each frame, the positions of the molecules were evaluated in real-time in the vertex shader following the Brownian motion approximation, as outlined in Section 3.1. In the geometry shader, billboard quads were used to draw one impostor sphere per atom.

Figure 3: Snapshot of the study scene with visual motion smoothing, trail length 2. The reactants in focus are here shown in red and green in the central part of the screen.
in a molecule. Each animation showed exactly one reaction. Reaction time was chosen at a random frame between five and ten seconds after the animation start. A reaction sequence was composed of three stages: 1) a five seconds attraction phase where the two reacting molecules start moving towards each other, 2) a one-second reaction phase, where the molecules are physically attached and move in concordance, and 3) a five seconds repulsion phase, where the two molecules are moving away from each other again. During all three stages and eleven seconds, respectively, the two reactants represented the focus elements. No motion smoothing was applied to the focus elements during the reaction sequence. To achieve a consistent attraction motion, we blended the random movement of the two reactants with a linear interpolation moving towards a random reaction position as described by Le Muzic et al. [LMPSV14].

Motion blur was added as a post-processing effect. To achieve smooth motion trails with adjustable lengths, a high temporal resolution is necessary. Therefore, we first rendered the animations as 120 fps videos. To add motion blur, we rendered two videos for each sequence: one containing only the reactants (i.e., the focus elements) and a second one containing the context molecules and the focus elements masked in black. Masking was necessary to resolve potential occlusions of context motion trails by the focus elements. We then simulated motion blur through an echo effect, which accumulates $n$ frames centered around the current frame into a FIFO queue. The value of $n$ depends on two parameters: 1) the ground truth speed of the scene and 2) the anticipated trail length (cf., Section 4.4). This allows us to control the length of the motion trails independently of the movement speed of the molecules, which was required by our study design. For each frame in the scene, the original frame was then replaced by an image consisting of the average intensities of the frames in the queue. To achieve a consistent motion trail, the beginning and the end of the animation were padded with $n/2$ frames. In a final post-processing step, we then blended the video of the smoothed context molecules with the video containing the reactants in focus using the screen blend mode. For the study, the 120 fps videos were downsampled to 30 fps as we observed playback issues with high frame rate videos in some browsers.

4.3. Tasks

Users were presented with ten of these short molecular animation sequences. After each animation, users had to answer the following questions:

To test for users’ ability to follow the story (Q1), we asked users if they could spot the reaction of two molecules in the animation. They were asked to report the colors of the two reacting molecules after the animation sequence. In addition, we asked users to retrospectively assess the difficulty of spotting the reaction on a continuous slider from “impossible” to “very easy”. If they were not able to see the reaction, they were instructed to select two random colors and “impossible” on the difficulty slider.

To judge users’ speed perception (Q2), we informed users in the task description that molecules move faster in warmer environments because the intensity of Brownian motion is directly proportional to the environment temperature. We then showed two video sequences without any illustrative motion smoothing representing the lowest and highest temperature that would be shown in the course of the study. These two videos served as visual calibration, and we asked users after each animation to estimate the temperature of the current scene compared to the lowest and highest temperature references shown at the beginning. This was expressed on a continuous slider from “lowest” to “highest”.

Finally, we also asked users to rate how pleasant it was to watch the animation on a continuous slider from “horrible” to “very pleasant” to assess the obtrusiveness (Q3).

In addition to the color picker, users had to adjust three continuous sliders. All three sliders were initially centered in a neutral position, and the system would not let the users proceed unless they moved all sliders. In the color picker, there was no color selected by default, and the system would let users proceed only if they selected two colors.

4.4. Design

We used a within-subjects design with two independent variables:

Geometric motion smoothing (GMS) specifies if the movement of the molecules themselves is simplified. We tested two smoothness levels, namely $\tau = 0$ (see Equation 2) representing the non-smoothed scene and $\tau = 1$ for the smoothed scene. Albeit a finer geometric smoothing control would be possible by choosing a $\tau$ between 0 and 1, informal early pilot tests indicated that the differences were too subtle to cause large effects on story comprehensiveness, speed perception, or obtrusiveness.

Visual motion smoothing (VMS) specifies the length of the motion blur trail and thereby controls the amount of visual motion smoothing. We tested five different trail lengths. Trail length 0 means no motion blur is applied. Trail lengths 1 to 4 define the motion blur trail length in world space. Here, one increment in trail length roughly corresponds to the diameter of the bounding sphere of one molecule, independent of the animation speed. Note that for slow animations with high VMS trail lengths, the generated motion blur effects can be actually physically impossible as the motion trails exceed that travel period captured during the virtual shutter sequence. Figure 2b, for instance, yields motion trails that would not be able to be captured by a physical camera.

In total, each user performed 2 GMS \times 5 VMS trail length = 10 conditions. The order of appearance was fully randomized. We did not perform any repetitions to keep the study time for the participants as low as possible.

For the 10 conditions, we randomly selected one out of four linearly increasing ground truth speed levels representing the different environment temperatures. The ground truth speed level is given as parameter $v$ as part of the seed for the random noise function (Equation 2). The range of speed levels was empirically set to be representative of animation speeds in existing molecular animations. The maximum speed was chosen so that it was still possible to follow focus elements during their reaction. Note that molecular visualizations can never depict the true speed of molecular movement, which can be as high as 500 m/s for a molecule of gaseous oxygen at room temperature according to the Maxwell-Boltzmann
distribution. Molecular animations are always just crude approximations that try to communicate the crowding and chaos [Iwa07].

As dependent variables, we obtained the following measures: to test Q1, we recorded the two colors users picked as reaction partners and checked if both are correct. The subjective difficulty expressed by the slider was measured on an integer scale from 0 to 100. As a measure for subjective speed (Q2), we used the participants’ temperature estimation relative to the reference videos, which was stored on a scale from 0 to 100. Finally, the obtrusiveness (Q3) was expressed through users’ assessment of pleasure watching the animation on a scale from 0 to 100, where 50 can be considered a neutral response.

4.5. Procedure and Apparatus

The study was hosted on a university server. Users were recruited from Prolific [PS18] and forwarded to the university server URL. We used a custom in-house web service, which takes care of randomizing the stimuli and logging user responses.

We first showed users a welcome page with a task description, including the two calibration videos for the minimum and maximum temperature, respectively (see Section 4.3). For both videos, we also asked users to try and spot the reactions. To help them understand the task, we mentioned the colors of the reaction partners, the video time when the reaction starts, and the approximate trajectory they take during the reaction. After assessing these two calibration videos, we let users perform a test run. This test run video had VMS with trail length 4 and no GMS. As reaction partners, we chose red and green as an implicit color blindness test. Users received feedback on their responses to the test task and could repeatedly adjust their input. We kindly asked users to return their submission if they could not find the matching colors of the reaction partners for this test run.

On the recruiting platform, we informed users that the study would ask for a color assessment and that the videos would include many rapidly moving elements. We also informed users that we would check if their browser window is at least 1024 pixels wide. Furthermore, we used cookies to test if users navigate back or refresh the page and informed users that doing so would invalidate their assignment. Finally, we asked users to kindly return their submission if the videos were not playing smoothly or would show artifacts. All users who finished all ten stimulus responses were presented with a valid completion code and were rewarded for their participation.

After the welcome and instruction page, users filled out a short demographic questionnaire asking their age, sex, and self-assessed knowledge about molecular biology. Before each stimulus display, users could take a rest and proceed on button press. After pressing the button, the 20-second animation started playing without any video controls. After finishing the video, the questionnaire, as described in Section 4.3, was displayed.

4.6. Recruiting

An a-priori power analysis yielded a sample size of 80 to show large effects (i.e., Cohen’s $f \geq 0.4$) with power $1 - \beta = .8$ and $\alpha = .05$. We, therefore, chose 120 participants as our target sample size to reliably show large effects. Within the recruiting platform, we opted to balance female and male participants. Since edutainment animations are usually targeted towards a broad audience, we did not filter participants further based on Prolific’s available filters, such as age or nationality, to have a diverse group. Our pilot study with nine participants recruited in a local environment showed that users required 10 to maximum 15 minutes to complete the task. We, therefore, paid all participants who completed the assignment 2.25 £, which is Prolific’s recommended payment for a 15-minute assignment.

5. Results

The nine users of our pilot test could correctly spot, on average, 70% of the reactions. The correlation between their estimated speed and the ground truth speed was high with an average $r = 0.74$. As inclusion criteria, we therefore determined that participants should report at least three correct reaction pairs and achieve at least a medium correlation between their speed estimation and the ground truth speed.

In total, 123 users participated in the study of which four did not finish all trials and were therefore excluded by the recruiting platform. From the remaining 119 users, 11 did not fulfill our inclusion criteria and were rewarded, but excluded from further analyses. Of the remaining 108 participants, 47% were female. Ages ranged from 18 to 60 with a mean age of 26.9; one person chose not to state their age. The mean reported experience level in the field of molecular biology was expectantly low with 1.83 out of a range between 1 and 5. Eight participants stated that they are experienced, and no participant claimed to be an expert.

Before running the statistical analyses, we performed normality tests on the obtained measures. Since most of the normality tests failed, we employed non-parametric tests. For those, responses were averaged per level of the main effect to be investigated per user. To visualize the results, we use letter-value plots [HKW11]. All pairwise post-hoc comparisons were Bonferroni-adjusted.

5.1. Q1: Comprehensiveness

In our study, users could correctly identify 27% of the reactions without any illustrative motion smoothing (see leftmost blue bar in Figure 4). This, therefore, represents the lower bound for comprehensiveness in our study. Ground truth speed had a strong influence on the percentage of correct responses ($R^2 = .95$), while increasing luminance of one of the reaction partners did not ($R^2 = .04$).

Across all levels of VMS trail length, 47.2% of the responses were correct without GMS; with GMS, it was 53.3% (compare blue and orange bars in Figure 4). A Wilcoxon Signed Rank test shows that this difference is not statistically significant: $Z = -1.890; p = .059$. However, users consider the task significantly easier with GMS: $Z = 2.477; p = .013$. Without GMS, the median difficulty of the task was rated with 87; with smoothing, the difficulty decreased slightly to 73.5 (see blue and orange boxes in Figure 5).

H1.1 is therefore only partially supported: GMS makes it subjectively easier to spot reactions, but this subjective impression is not backed up by objective task performance measures.
5.2. Q2: Speed Perception

Across all smoothed and unsmoothed conditions, users gave significantly different speed estimations based on the ground truth speed. This shows that users took the task seriously. The baseline speed estimation without any motion smoothing effect in our study can be approximated using the following linear regression:

$$ es = 30.4 + 0.6s, $$

where $es$ is the estimated speed and $s$ is the ground truth speed in percentage from minimum (i.e., ground truth speed level 1) to maximum speed (ground truth speed level 4).

A Wilcoxon signed rank test showed that adding GMS has a significant effect on the users’ estimated speed: $Z = -3.094; p = .002$. As illustrated by the orange bars in Figure 6, users’ speed estimation is consistently lower in the presence of GMS. This means that H2.1 is supported: GMS significantly slows down the perceived speed of the animation.

Considering only stimuli responses with smoothed trajectories and with VMS trail length 0, we can model speed estimation under GMS using the following linear regression:

$$ es = 19.3 + 0.6s. $$

We can see that the regression coefficient is identical to the baseline regression (Equation 3). The lower intercept confirms that GMS is leading to a constantly lower speed estimation compared to the non-smoothed baseline, irrespective of the ground truth speed. This means that the effect of GMS, as it was implemented in our study, could be compensated by adding a small constant speed factor.

For stimuli without VMS, only 32.9% of the responses were correct. The percentage of correctly reported reaction pairs increased with every trajectory length step up to 66.67% (see groups of bars in Figure 4). A Friedman test confirmed that this increase is significant: $\chi^2(4) = 81.724; p < .001$. According to Bonferroni-corrected post-hoc comparisons, moderate VMS with a trail length of 2, as shown in Figure 3, already leads to significantly fewer errors compared to having no VMS.

The subjective difficulty of the task decreased from a median value of 87 with trail length 0 to 38 with trail length 4, as illustrated in Figure 5. According to a Friedman test, this decrease is statistically significant: $\chi^2(4) = 92.204; p < .001$. Similarly to the objectively measured reaction errors, a trail length of 2 already yields significantly easier task execution. There is no more statistically significant difference in terms of subjective ease of task execution when further extending the trails. Thus, H1.2 is supported: moderate visual motion smoothing can facilitate the task to spot reactions — both subjectively and objectively. However, extending the trail length further does not necessarily make the task easier.
spot concerning story comprehensiveness and speed perception, we look at all responses gathered for stimuli with a trail length of 2 and non-smoothed trajectories. Users’ speed estimations for these stimuli can be approximated by the following linear regression:

\[ es = 29.8 + 0.4s. \]  

(5)

As the intercept is similar to the baseline regression in Equation 3, this confirms that speed perception is comparable to the baseline for lower speeds despite VMS. However, as the ground truth speed increases, the perceived speed does not seem to increase as strongly in the presence of VMS. By substituting \( es \) in Equation 3 with the regression term in Equation 5 and solving for the ground truth speed of the blurred scene, we obtain a linear formula to compute a compensated animation speed: \( es = 1.5(s + 1) \). That means the moderate motion blur in our study could be compensated by increasing the ground truth speed by a factor of approximately 50%.

As can be seen in Figure 9, these differences are small – at least for low ground truth speed levels. According to a Friedman test visual appeal ratings did not change significantly with VMS trail length: \( \chi^2 = 7.184; p = .126 \). This means \( H3.2 \) is not supported: visual motion smoothing is neither considered obtrusive nor does it increase the visual appeal of the scene.

5.3. Q3: Obtrusiveness

We can observe a slight increase in median aesthetics judgments when adding GMS (from 42.5 to 47), as indicated by the slightly higher median values in the orange boxes of Figure 8. This difference is statistically significant according to a Wilcoxon Signed-Rank test: \( Z = 2.496; p = .013 \). \( H3.1 \) is thereby supported: geometric motion smoothing has a small positive effect on perceived scene aesthetics.

Figure 8: Subjective visual appeal dependent on ground truth speed, grouped by GMS (50 is neutral).

Aesthetic judgments were not following VMS trail length: the highest median aesthetics judgment was found for trail length 2 (47.5). The lowest values were issued for scenes without or only very decent motion blur (i.e., trail lengths 0 and 1) with a median rating of 44, and the longest trails with length 4 with 43.5. However,

As the normality assumption is violated and we need to perform non-parametric tests, we are not able to statistically test for interaction effects. However, since both illustrative motion smoothing techniques effectively lead to an underestimation of the animation speed, our expected interaction effect is not possible to observe anyway. Therefore, \( H2.3 \) is not supported: both, geometric and visual motion smoothing, lead to slower speed perception and thus cannot compensate for each other.

Figure 7: Estimated speed dependent on ground truth speed, grouped by increasing VMS trail length.

6. Discussion

Our study showed that illustrative motion smoothing can guide the attention towards selected actors in a crowded and chaotic scene. Adding illustrative motion smoothing effects thereby has little influence on the visual appeal of the scene. However, the attention guidance effect comes at the cost of slower scene perception.

Users generally seem to like geometric motion smoothing. They have the impression that the task becomes slightly easier when smoothing of trajectories is applied, and they think that the scene looks a bit more appealing. Like visual motion smoothing, geometric motion smoothing also perceptually slows down the scene. Overall, we can observe a moderate correlation between estimated speed and subjective task difficulty (\( r = .314 \)) and a weak negative correlation between estimated speed and visual appeal.
With our implementation of geometric motion smoothing, the high-frequency jitter of the unsmoothed focus elements was not intense enough to generate a sufficiently strong motion popout effect [Ros99] from the smoothly moving context elements. Overall, geometric motion smoothing of contextual elements alone is probably not sufficient to guide the users’ attention in highly cluttered environments.

Moderate visual motion smoothing significantly improves the users’ ability to follow the story – objectively and subjectively. At the same time, it also significantly slows down the animation for the users. This was not necessarily expected from prior work, which showed mixed results. To the best of our knowledge, Holm et al. [HSK16] presented the only study that found an unexpected underestimation of camera velocity when motion blur was applied to the surrounding scene. One plausible explanation is the fact that motion blur decreases the contrast of context elements considerably (see Figure 1): It has been shown that lower-contrast objects appear to move slower than high-contrast ones [ST92].

Generally, we can conclude that having extensively long motion trails does not increase the ability to follow the story or the negative effect on speed perception; the effects seem to be rather saturated with a moderate trail length. Especially the subjective visual appeal seems to slightly decrease with increasing trail length. Similarly, Navarro et al. [NCSG11] have found that motion blur can be perceived as too excessive at some point. Indeed, if motion trails are getting too long, they are no longer physically plausible, which may cause irritation for the observers.

7. Design Guidelines

From the findings of our study, we derived design guidelines for animators of complex dynamic visualizations:

Do not overdo visual motion smoothing. Similarly, as a previous study on a simple scene has indicated [NCSG11], adding extensive motion trails, like shown in Figure 1c, may be perceived as too excessive and does not add any measurable benefit for story comprehensiveness. Visual motion smoothing by adding short motion trails as shown in Figure 1b can already facilitate story comprehension.

Increase the animation speed to compensate for unwanted slow-down effects. Illustrative motion smoothing leads to an underestimation of the animation’s speed. If animators seek to communicate the chaotic nature of the scene while using illustrative motion smoothing to guide the user’s attention, they should increase the speed of the animation to compensate for this slow-down effect. However, keeping the pace up constantly may not be desirable.

Avoid constantly fast animations. We could observe a decrease in story comprehension and subjective visual appeal with increasing animation speed. It may therefore be advisable to relax the requirement to communicate the chaotic nature of a scene at all times. Reducing the animation speed can facilitate learning of complex interactions [TMB02, RBM0*20], while also enhancing the overall viewing experience with added enjoyment.

Smooth the trajectories of contextual elements to perceptually lower the pace of very fast animations. Geometric motion smoothing is visually appealing and subjectively improves the ability to follow a story. It could therefore be a useful method to subjectively decrease the animation speed while still being able to show the complex movement trajectories of focus elements in full detail.

Add further visual cues to guide the attention reliably. Illustrative motion smoothing alone could not fully reliably attract users’ attention to the main actors of the story. The success rate rather peaked at 60-70% (see Figure 4). Further attention cues are necessary to further increase the saliency of focus elements, such as lowlighting of contextual scene elements [DKTRP07], halos around focus elements, or camera movement following the main actors of the story [Iwa07].

8. Limitations and Future Work

In this work, we studied two methods to generate illustrative motion smoothing in a highly specialized application domain. Geometric motion smoothing is an effect that is only reasonably applicable for dynamic visualizations of biologically inspired motion, such as Brownian motion or crowd simulations. However, visual motion smoothing is more generally applicable and could be studied in different contexts in the future.

Even within the same application domain, there are several factors that have been controlled for in this study, which may also have an impact on story comprehensiveness, speed perception, and visual appeal. Examples are the crowding of the scene and the heterogeneity of the molecules in terms of size and shape, which will further increase the complexity of the animation. It can be assumed that illustrative motion smoothing will also help to decrease the visual complexity of denser and more chaotic scenes.

Visual motion smoothing was found to be effective in terms of story comprehensiveness, but it was generated in a post-processing step for this study. Real-time motion blur algorithms exist but may lead to lower visual quality effects. Real-time motion blur may therefore yield lower visual appeal or influence speed perception in a different way.

Finally, interactive motion smoothing was studied as a single method to guide the user’s attention in this paper. Manipulating multiple visual channels to generate an attention guidance effect can be highly effective [WKG17, Ber09, Ber18] and may help to overcome the limited visual prominence of motion smoothing effects alone. Investigating the interaction of multiple visual cues, such as color or static depth-of-field effects [KMH02], in such highly complex dynamic visualizations is therefore also important future work.
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