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Abstract
Facial makeup enriches the beauty of not only real humans but also virtual characters; therefore, makeup for 3D facial models is highly in demand in productions. However, painting directly on 3D faces and capturing real-world makeup are costly, and extracting makeup from 2D images often struggles with shading effects and occlusions. This paper presents the first method for extracting makeup for 3D facial models from a single makeup portrait. Our method consists of the following three steps. First, we exploit the strong prior of 3D morphable models via regression-based inverse rendering to extract coarse materials such as geometry and diffuse/specular albedos that are represented in the UV space. Second, we refine the coarse materials, which may have missing pixels due to occlusions. We apply inpainting and optimization. Finally, we extract the bare skin, makeup, and an alpha matte from the diffuse albedo. Our method offers various applications for not only 3D facial models but also 2D portrait images. The extracted makeup is well-aligned in the UV space, from which we build a large-scale makeup dataset and a parametric makeup model for 3D faces. Our disentangled materials also yield robust makeup transfer and illumination-aware makeup interpolation/removal without a reference image.

CCS Concepts
• Computing methodologies → Computer graphics; Computer vision; Machine learning;
1. Introduction

Facial makeup is an art of enhancing human appearance, dating back to ancient times. Currently, it is quite commonly used for beautification purposes to improve the quality of life. Furthermore, facial makeup enriches the user experience of face-related applications such as VR/AR, video games, online commerce, and social camera apps. These trends have been driving active research on facial makeup in computer graphics and computer vision. In particular, research on makeup for 3D facial models has been gaining increasing attention in the movie and advertising industries for digital humans.

To obtain facial makeup for 3D characters, the following three approaches are currently available; 1) direct painting, 2) capturing of real-world makeup, and 3) makeup transfer from 2D images. Direct painting is labor-intensive for makeup artists and quite costly. Capturing real-world makeup requires special devices [SRH+11, HLHC13] and thus is also costly and not scalable. 2D makeup transfer [LQD+18, MZWX21] is the current main-stream of facial makeup research, exploiting a myriad of facial makeup photos available on the Internet. However, most existing studies have focused on 2D-to-2D transfer and struggled with physical constraints. For example, faces of in-the-wild photos frequently contain lighting effects such as specular highlights and shadows and occlusions with hands, possibly with various facial expressions and head poses. Recent 3D face reconstruction techniques [SKCJ18, EST+20] can handle these physical constraints, but none of the existing techniques focus on facial makeup.

In this paper, we propose the first integrated solution for extracting makeup for 3D facial models from a single portrait image. Fig. 1 shows example outputs of our method. Our method exploits the strong facial prior of the 3D morphable model (3DMM) [LBB+17] via regression-based inverse rendering and extracts coarse facial materials such as geometry and diffuse/specular albedos as UV textures. Unlike the existing regression-based techniques for facial inverse rendering [SKCJ18, EST+20], we further refine the coarse facial materials via optimization for higher fidelity. To alleviate the inherent skin color bias in the 3DMM, we also integrate skin color adjustment inspired by color transfer. From the refined diffuse albedo, we extract the bare skin, facial makeup, and an alpha matte. The alpha matte plays a key role in various applications such as manual tweaking of the makeup intensity and makeup interpolation/removal. The extracted makeup is well aligned in the UV space, from which we build a large-scale makeup texture dataset and a parametric makeup model using principal component analysis (PCA) for 3D faces. By overlaying rendered 3D faces onto portrait images, we can achieve novel applications such as illumination-aware (i.e., relightable) makeup transfer, interpolation, and removal, working on 2D faces (see Fig. 2).

The key contributions are summarized as follows:

- We present the first method to achieve illumination-aware makeup extraction for 3D face models from in-the-wild face images.
- We propose a novel framework that improves each of the following steps; (1) an extended 3D face reconstruction network that infers not only diffuse shading but also specular shading via regression, (2) a carefully designed reverse rendering method to generate high-fidelity textures without being restricted by the limited lighting setup, and (3) a novel procedure that is specially designed for extracting makeup by leveraging the makeup transfer technique. The UV texture representation effectively integrates these three modules into a single framework.
- Our extracted illumination-independent makeup of the UV texture representation facilitates many makeup-related applications. The disentangled maps are also editable forms. We employ the extracted makeup to build a PCA-based makeup model that is useful for 3D face reconstruction of makeup portraits.

2. Related Work

Our framework consists of three steps for extracting makeup from a portrait. It is related to recent approaches in terms of three aspects. First, we discuss facial makeup-related research. Subsequently, we review intrinsic image decomposition which can separate the input image into several elements. Finally, we discuss 3D face reconstruction methods that generate a 3D face model from a single portrait image.
2.1. Facial Makeup

Facial makeup recommendation and makeup transfer methods have been developed in the computer graphics and computer vision research fields. Makeup recommendation methods can provide appropriate makeup for faces. The method in [SRH*11] captured 56 female faces with and without facial makeup. Suitable makeup was recommended by analyzing the principal components of the makeup and combining them with the facial appearance. An examples-rules guided deep neural network for makeup recommendation has been designed [AJWF17]. Professional makeup knowledge was combined with the corresponding before and after makeup data to train the network. However, it is challenging to collect a large-scale makeup dataset by following the existing methods. Recently, we proposed BareSkinNet [YT22], which can remove makeup and lighting effects from input face images. However, BareSkinNet cannot be used for subsequent makeup applications because it discards the makeup patterns and specular reflection. In contrast, our method can automatically extract the makeup layer information from portrait image inputs. As a result, a large-scale makeup dataset can be constructed.

The aim of makeup transfer is to transfer the makeup of a person to others. Deep learning technologies have significantly accelerated makeup transfer research. BeautyGAN [LQD*18] is a method based on CycleGAN [ZPIE17] that does not require a before and after makeup image pair. A makeup loss function was also designed to calculate the difference between makeups. The makeup loss is a histogram matching loss that approximates the color distribution of the relative areas of different faces. Subsequent approaches that have used BeautyGAN as the baseline can solve more challenging problems. LADN [GWC*19] achieves heavy makeup transfer and removal, whereas PSGAN [JLG*20] and SCGAN [DHC*21] solve the problem of makeup transfer under different facial expressions and head poses. CPM [NTH21] is a color and pattern transfer method and SOGAN [LDG*21] is a shadow and occlusion robust GAN for makeup transfer. ElegANt [YHXG22] is a locally controllable makeup transfer method. Makeup transfer can also be incorporated into the Virtual-Try-On applications [KGPB20, KJB*22]. However, existing methods do not consider illumination and can only handle 2D images. Our method takes advantage of the makeup transfer technique. The extracted makeup is disentangled into bare skin, facial makeup, and illumination in the UV space. Furthermore, the extracted makeup is editable.

2.2. Intrinsic Image Decomposition

We mainly review the recent intrinsic image decomposition methods relating to the portrait image input. An intrinsic image decomposition method [LZL15] has been employed, thereby enabling accurate and realistic makeup simulation from a photo. STSNet [SKCJ18] is an end-to-end network that decomposes face images into the shape, reflectance, and illuminance. This method uses real and synthetic images to train the network. Inspired by STSNet, Relighting Humans [KE18] attempts to infer a light transport map to solve the problem of light occlusion from an input portrait. The aforementioned methods can handle only diffuse reflection using spherical harmonic (SH) [RH01] lighting. Certain methods use a light stage to obtain a large amount of portrait data with illumination [SBT*19, POL*21, WYL*20]. The global illumination can be inferred by learning these data. As data collection using a light stage requires substantial resources, several more affordable methods have been proposed [TKE21, LSY*21, JYG*22, WWR22, TFM*22, YNK*22]. In this study, we focus on makeup with the aim of decomposing a makeup portrait into bare skin, makeup, diffuse, and specular layers without using light stage data.

2.3. Image-Based 3D Face Reconstruction

3D face reconstruction from a single-view portrait is challenging because in-the-wild photos always contain invisible areas or complex illumination. Existing 3D face reconstruction methods [BV03, THHM17, TZK*17, TZG*18, GZC*19, GMC*18, SBFB19, DYX*19, SSL*20, DAB*21, FFBB21, DBBB22, ZBT22] generally use a parametric face model (known as a 3DMM) [BV99, LBB*17, GMB*18, BRP*18] to overcome this problem. In general, 3D face reconstruction is achieved by fitting the projected 3DMM to the input image. These methods estimate the SH lighting while inferring the shape and texture. We recommend that readers refer to [EST*20, SL09], as these surveys provide a more comprehensive description of the 3DMM and 3D face reconstruction.

The 3DMM-based 3D face reconstruction method estimates coarse facial materials and cannot achieve a high-fidelity facial appearance. A detailed 3D face reconstruction method was proposed in [DAB*21], which can reconstruct the roughness and specular compared to the previous methods. This method involves the setup of a virtual light stage of illumination and the use of a two-stage coarse-to-fine technique to refine the facial materials. Inspired by [DAB*21], we employ coarse facial materials and take specular into consideration. Furthermore, we extend and train a deep learning network using the method in [DYX*19] as the backbone with a large-scale dataset. We optimize the textures in UV space to refine facial materials, to solve the problem of self-occlusion and obstacles of the face. The completed UV texture is advantageous because the complete makeup can be extracted to achieve high-fidelity makeup reconstruction.

The generation of a completed facial UV texture is a technique for obtaining refined facial materials. Several methods use UV texture datasets to train an image-translation network for the generation of the completed texture via supervised learning [SWH*17, YSN*18, DCX*18, GPKZ19, LL20, LL20, LMG*20, BLG*22]. Other methods [CHS22, GDZZ21] use the GAN inversion [XZY*22] technique to generate faces in different directions for completion. However, both of these methods are limited by the training dataset. We adopt a state-of-the-art UV completion method known as DSD-GAN [KYT21] to obtain a completed high-fidelity face texture, which is to be used as the objective for the optimization of the refined facial materials. This method employs self-supervised learning to fill the missing areas without the need for paired training data.
3. Approach

We design a coarse-to-fine texture decomposition process. As shown in Fig. 3, our framework is composed of three steps. 1) We estimate the coarse 3D facial materials using 3D face reconstruction by 3DMM fitting. In order to handle highlights, we extend a general 3DMM fitting algorithm. The reconstructed coarse facial materials are used for the refinement process in the next step (Sec. 3.1). 2) We propose an inverse rendering method to obtain refined 3D facial materials via optimization. First, we use the 3DMM shape that is obtained in the previous step to sample the image in UV space. Subsequently, a UV completion method is employed to obtain a high-fidelity entire face texture. Finally, using the completed texture as the objective, and coarse facial materials as priors, the refined facial materials are optimized. (Sec. 3.2). 3) The refined diffuse albedo that is obtained from the previous step is used as the input. Inspired by the makeup transfer technique, we design a network to disentangle bare skin and makeup. The key idea is that the makeup albedo can be extracted using an alpha blending manner for bare skin and makeup (Sec. 3.3). The details of each step are described in the following subsections.

3.1. Coarse Facial Material Reconstruction

We obtain the coarse facial materials using a 3D face reconstruction method based on regression-based inverse rendering. We use the FLAME [LBB*17] model with specular albedo from AlbedoMM [SSD*20]. The diffuse and specular albedo of FLAME are defined in the UV texture space. We only use the facial skin region in our study. Compared to existing methods, we extend the capability of the 3D face reconstruction network [DYX*19] (FRN) to estimate the shape, diffuse albedo, and diffuse shading, as well as the specular albedo and specular shading. Inspired by [DBA*21], a simplified virtual light stage with regular icosahedral parallel light sources is set up to infer the specular shading. The intensity of 20 light sources is predicted during the reconstruction process, and the direction of the light sources can be adjusted slightly. Furthermore, to eliminate the limited color range of the skin tone of FLAME, we estimate the skin tone adjustment parameters to ensure a diffuse albedo that is similar to the original image. The skin tone ablation study is depicted in Fig. 10. This process can improve the diversity of the diffuse albedo representation capability of FLAME.

The coarse shape geometry \( G_c \), diffuse albedo \( D_c \), and specular albedo \( S_c \) of the 3DMM are defined as follows:

\[
G_c = \bar{G} + B_{sd}\alpha + B_{sg}\beta, \quad (1)
\]

\[
D_c = \bar{D} + B_d\gamma \odot C_{gain} + C_{bias}, \quad (2)
\]

\[
S_c = \bar{S} + B_s\delta, \quad (3)
\]

where \( \bar{G} \), \( \bar{D} \), and \( \bar{S} \) are the average geometry, diffuse albedo, and specular albedo, respectively. \( \odot \) denotes the Hadamard product. The subscript \( c \) indicates coarse facial materials. Moreover, \( B_{sd}, B_{sg}, B_d, \) and \( B_s \) are the PCA basis vectors of the identity, expression, diffuse albedo, and specular albedo, respectively, whereas \( \alpha \in \mathbb{R}^{200}, \beta \in \mathbb{R}^{100}, \gamma \in \mathbb{R}^{100}, \) and \( \delta \in \mathbb{R}^{100} \) are the corresponding parameters for controlling the geometry and reflectance of a 3D face. Finally, \( C_{gain} \) and \( C_{bias} \) are the skin tone adjustment parameters.
Our reconstructed texture can be formulated as follows:

\[ R_c = R^d_c + R^s_c \]  

(4)

\[ D_r = D^3_r + S^3_r \circ S^5_s, \]  

(5)

where \( R^d_c \), \( R^s_c \), \( D^3_r \), and \( S^5_s \) are the diffuse reconstruction, specular reconstruction, diffuse shading, and specular shading, respectively. In this paper, a geometrically-derived shading component is referred to as “shading,” whereas a multiplication with reflectance is dubbed “reconstruction.” Using the normal \( N_c \) and second-order SH lighting coefficients \( L_c^{sh} \in \mathbb{R}^{20} \), the diffuse shading is calculated following the Lambertian reflectance model [BJ03].

The normal \( N_c \) is computed from the geometry \( G_c \). The specular shading is computed following the Blinn-Phong reflection model [Bi77]. We define the 20 light sources of the virtual light stage with the light intensity \( L_i \in \mathbb{R}^{20} \) and light direction \( L_d \in \mathbb{R}^{60} \). \( \rho \in \mathbb{R}^{20} \) is the exponent that controls the shininess. We employ the 3D face reconstruction network implementation of [DYX’19], and extend it to regress the parameters \( \chi = (\alpha, \beta, \gamma, \delta, C_{gain}, C_{bias}, r, t, L_c^{sh}, L_i, L_d, \rho) \), where \( r \in \mathbb{R}^3 \) is the face rotation, and \( t \in \mathbb{R}^3 \) is the face translation. Using the geometry \( G_c \), reconstructed texture \( R_c \), rotation \( r \), and translation \( t \), the reconstructed image \( I_{rec} \) can be rendered.

We refer to [DYX’19] to set up the loss functions for the model training as follows:

\[ L_c(\chi) = \omega_{\text{photo}} L_{\text{photo}}(\chi) + \omega_{\text{skin}} L_{\text{skin}}(\chi) + \omega_{\text{bias}} L_{\text{bias}}(C_{\text{gain}}, C_{\text{bias}}) + \omega_{\text{reg}} L_{\text{reg}}(\alpha, \beta, \gamma, \delta, L_i, L_d), \]  

(6)

where \( L_{\text{photo}}(\chi) \) is the L1 pixel loss between the skin region of input image \( I_{in} \) and reconstructed image \( I_{rec} \). \( L_{\text{skin}}(\chi) \) is the L2 loss between detected landmarks from \( I_{in} \) and the projected landmarks of the 3DMM. \( L_{\text{reg}}(\alpha, \beta, \gamma, \delta, L_i, L_d) \) is the L1 loss for computing the mean color error between the skin region of \( I_{in} \) and diffuse albedo \( D_r \). This is our specially designed loss term to adjust the skin tone. \( L_{\text{reg}}(\alpha, \beta, \gamma, \delta, L_i, L_d) \) is determined as follows:

\[ L_{\text{reg}} = \omega_{\text{photo}} (\alpha^2 + \beta^2 + \gamma^2) + \omega_{\text{bias}} (\alpha \| \beta \| \| \gamma \| + \alpha \| \delta \| + \omega_{\text{skin}} L_{\text{skin}} + \omega_{\text{bias}} L_{\text{bias}}), \]  

(7)

where \( \| \cdot \|_2 \) denotes the L2 norm. The balance weights are set to \( \omega_{\text{photo}} = 19.2, \omega_{\text{skin}} = 5, \omega_{\text{bias}} = 3, \omega_{\text{reg}} = 3 \times 10^{-4}, \omega_{\alpha} = 1.0, \omega_{\beta} = 0.8, \omega_{\gamma} = 1.7 \times 10^{-2}, \omega_{\delta} = 1.0, \) and \( \omega_{\beta} = 1.0 \) in all experiments.

3.2. UV Completion and Facial Material Refinement

The goal of this step is to obtain the disentangled refined facial materials. We use the geometry \( G_c \) to sample the colors from the input image \( I_{in} \) and project them to the UV texture space \( T_u \). \( T_u \) contains the missing area owing to self-occlusion or obstacles. As opposed to the 3D vertex color sampling approach used in related work [NTH21, CHS22], we adopt the image-to-UV rendering approach used in DSD-GAN [KYT21] to obtain a high-quality texture. The direct use of incomplete textures will cause many problems, such as noise and error. Therefore, we fill the missing areas following DSD-GAN to obtain the completed UV texture.

Figure 4: Facial material optimization module for Step 2 (Sec. 3.2). We optimize the coarse facial materials \( D_r, N_r, R^f \), and SH lighting \( L_c^{sh} \) so that the full reconstruction \( R_f \) resembles the completed texture \( T_f \). The refined diffuse albedo \( D_f \), normal \( N_f \), and specular reconstruction \( R^f_f \) are the outputs. \( \oplus \) and \( \odot \) denote the per-pixel addition and multiplication, respectively.
Figure 5: Makeup extraction with network E for Step 3 (Sec. 3.3). Considering alpha blending in mind, the network E decomposes the refined diffuse albedo into bare skin, alpha matte, and makeup.

The loss functions for the optimization are calculated as follows:

\[ \mathcal{L}(\Psi) = \omega_{\text{recon}} \mathcal{L}_{\text{recon}}(\mathbf{R}) + \omega_{\text{vgg}} \mathcal{L}_{\text{vgg}}(\mathbf{R}) \]

\[ + \omega_{\text{prior}} \mathcal{L}_{\text{prior}}(\mathbf{D}, \mathbf{N}, \mathbf{R}, \mathbf{L}^{\text{sh}}) \]

(8)

where \( \Psi = (\mathbf{R}, \mathbf{D}, \mathbf{N}, \mathbf{R}, \mathbf{L}^{\text{sh}}) \) is a new parameter set for optimization. \( \mathcal{L}_{\text{recon}}(\mathbf{R}) \) ensures L1 consistency between \( \mathbf{R} \) and \( \mathbf{T} \). \( \mathcal{L}_{\text{vgg}}(\mathbf{R}) \) is the perceptual loss [JAF16] that aims to preserve the facial details. \( \mathcal{L}_{\text{prior}}(\mathbf{D}, \mathbf{N}, \mathbf{R}, \mathbf{L}^{\text{sh}}) \) is the total variation loss [GEB16] that encourages spatial smoothness in the optimized textures \( \mathbf{D}, \mathbf{N}, \) and \( \mathbf{R} \).

\[ \mathcal{L}_{\text{prior}}(\mathbf{D}, \mathbf{N}, \mathbf{R}, \mathbf{L}^{\text{sh}}) = \omega_{D} \mathcal{L}_{D}(\mathbf{D}) + \omega_{N} \mathcal{L}_{N}(\mathbf{N}) + \omega_{\text{sh}} \mathcal{L}_{\text{sh}}(\mathbf{L}^{\text{sh}}), \]

(9)

where \( \omega_{D} = 40, \omega_{\text{vgg}} = 5, \omega_{\text{prior}} = 1, \omega_{\text{sh}} = 4, \omega_{\text{N}} = 1.0, \omega_{\text{sh}} = 1.0, \) and \( \omega_{\text{D}} = 1.0 \) balance the importance of the terms.

3.3. Makeup Extraction

In this step, we only use the refined diffuse albedo \( \mathbf{D} \), and decompose the texture into the makeup, bare skin, and an alpha matte. To train the network, we create two diffuse albedo datasets with and without makeup following the previous process; the makeup albedo is not changed. \( \omega_{\text{prior}} = 1.0 \)平衡了不同损失项的重要性。通过权衡这些损失，我们获得了一组粗糙到精细优化步骤中所用的uv纹理。
We followed the training strategy of [DYX'19] and use the same datasets for approximately 260K face images. We used [BT17] to detect and crop the faces for alignment. The image size was 256 × 256 and the resolution of FLAME albedo textures was 256 × 256. We initialized the network with the weights of the pre-trained [RDS'15] and modified the last layer to estimate our own 3DMM parameters. The batch size was 8, and the learning rate was 1 × 10⁻⁴ using an Adam optimizer with 20 training epochs. For the shinness parameter ρ, we set the initial value to 200 to achieve highlight effects.

4. UV Completion and Facial Material Refinement

We combined two makeup datasets, namely the MT dataset [LQD'18] and LADN dataset [GWC'19], which consisted of 3,070 makeup images and 1,449 non-makeup images. A total of 300 makeup images were randomly selected for testing. By implementing the previous steps, both the makeup and non-makeup images were processed into albedo textures to train our network. We trained the network with 40 epochs and batch size of 1. The Adam optimizer used a learning rate of 1 × 10⁻⁴. The makeup extractor E had the same architecture as the generator of DSD-GAN, and PatchGAN [IZZE17] was used for the discriminators M and B.

We used Nvdiffраст [LHK'20] for the differentiable renderer and trained the networks using a single NVIDIA GeForce RTX 2080 Ti GPU. Our training required approximately 3 days for the coarse facial reconstruction network and approximately 1 day for the makeup extraction network. Approximately 1 minute was required to process a texture in the refinement step.

5. Experiments

We evaluated the results of our approach. First, we present the intermediate outputs of each step of the framework (see Fig. 6). Thereafter, we discuss the final outputs (see Fig. 7). Subsequently, we analyze the albedo texture that was associated with the makeup and observe how the makeup changed in the albedo texture (see Fig. 8). Finally, we provide several examples with complex illumination and examine the decomposition (see Fig. 9). Note that the original images of the specular reconstruction were too dark to display, so we adjusted the contrast for better display. Please refer to the supplemental material to see the original images.

Intermediate outputs of each step. Fig. 6 depicts the intermediate outputs, which are related to the final textures in (d), to illustrate the effectiveness of each step. Four makeup portraits are presented...
in (a) with different facial features: a neutral face, a face with expression, a face pose with an angle, and a face with uneven illumination. The results of the 3D face reconstruction are shown in (b). It can be observed that the diffuse albedo of the 3DMM contained only a coarse texture without makeup. The specular shading was affected by the limited light source, and thus, the global illumination could not be recovered. Furthermore, the specular albedo was a coarse texture; therefore, the final specular reconstruction is not detailed. Although it was not possible to obtain a reconstruction of the makeup using only the 3D face reconstruction method, these
coarse facial materials were helpful for subsequent steps. We used the original texture and completed it to obtain the refined facial materials as well as makeup. The UV completion results are presented in (c). The final textures were refined using the outputs of the previous steps, as illustrated in (d). For better visualization, we show the blended makeup, which was calculated by \((1 - A) \odot D_m \). It can be observed that the makeup and bare skin were disentangled, the diffuse shading was adjusted, and the specular reconstruction was more detailed. We combined the final textures to achieve effects such as rendering a bare skin face and a makeup face while the lighting remained invariant. These results demonstrate that our method is robust to different makeup, expressions, poses, and illumination.

The final outputs. The final outputs are depicted in Fig. 7. We rendered the disentangled final UV textures separately for improved visualization: (c) bare skin, (d) bare skin with makeup, (e) bare skin with diffuse shading, and (f) bare skin with the full illumination model. Furthermore, we rendered the makeup faces in (b) using these textures which could be considered as a 3D face reconstruction of makeup portraits. It can be observed that the layers of bare skin, makeup, diffuse, and specular are disentangled. For example, a comparison of (c) and (d) indicates that makeup was added while no illumination was involved, and the makeup around the eyebrows, eyes, and lips was disentangled. The presence of makeup on the cheeks can also be clearly observed in the third identity from the top.

Makeup in diffuse albedo. The textures relating to the makeup are depicted in Fig. 8 to demonstrate the effect of the makeup changes on the diffuse albedo textures. This process represents the main
concept under consideration for extracting the makeup. The reconstructed coarse diffuse albedo could not preserve the makeup effectively; although the reconstruction results exhibited some black makeup around the eyes, it was difficult to preserve the makeup beyond the scope of the 3DMM texture space (see (b)). Thus, we used the original texture directly. The completed UV textures, which contained makeup and involved illumination, are depicted in (c). Subsequently, the illumination was removed. A comparison of (d), (e), and (f) demonstrates the validity of our makeup extraction network. Moreover, the final row presents an example of a makeup portrait with occlusion, for which our method was still effective in extracting the makeup. As we only used the sampled skin region while excluding the others, the missing regions were filled to become complete.

**Decomposition of illumination.** We evaluate the results of the refined facial materials to demonstrate the capabilities of our illumination-aware makeup extraction. It can be observed from the outputs in Fig. 9 that portraits containing uneven lighting and shadows (particularly around the bridge of the nose) were captured by diffuse shading, whereas the highlights were reflected in the specular reconstruction. Thus, the diffuse albedo textures became clean and flat, and our makeup extraction was more precise after removing the illumination.

The entire process of our method is executed in the UV space. UV-represented makeup offers numerous advantages. First, 3D makeup avatar creation becomes accessible when the same UV coordinates are used. Furthermore, such makeup can be extended to scanned 3D faces, in which case makeup without illumination will be helpful. Second, the makeup can be further divided into several parts using a corresponding face segmentation mask, which will enable specification of which makeup region is to be used. Third, the textures can be directly edited and incorporated into a traditional rendering pipeline. Finally, the disentangled makeup maps can be collected to form a makeup dataset, which will be useful for 3D makeup face reconstruction or makeup recommendation. We explore several applications in Sec. 7.

<table>
<thead>
<tr>
<th>Complete data</th>
<th>RMSE</th>
<th>SSIM</th>
<th>LPIPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>FRN (w/o specular)</td>
<td>0.056</td>
<td>0.953</td>
<td>0.091</td>
</tr>
<tr>
<td>FRN (w/ specular)</td>
<td>0.053</td>
<td>0.956</td>
<td>0.088</td>
</tr>
<tr>
<td>Rendered result</td>
<td>0.060</td>
<td>0.968</td>
<td>0.062</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test data</th>
<th>RMSE</th>
<th>SSIM</th>
<th>LPIPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>FRN (w/o specular)</td>
<td>0.058</td>
<td>0.948</td>
<td>0.102</td>
</tr>
<tr>
<td>FRN (w/ specular)</td>
<td>0.055</td>
<td>0.951</td>
<td>0.099</td>
</tr>
<tr>
<td>Rendered result</td>
<td>0.063</td>
<td>0.964</td>
<td>0.066</td>
</tr>
</tbody>
</table>

**6. Ablation Studies**

We conducted ablation studies on the 3D face reconstruction step. We performed a comparative experiment with and without skin tone adjustment and assessed the influence on the components of 3DMM. We selected two images from FFHQ [KLA19] with strong illumination. As illustrated in Fig. 10, the skin tone adjustment had only a slight effect, or none at all, on the specular. Although the diffuse reconstruction did not change, the balance of the diffuse albedo and diffuse shading was significantly adjusted. Limited by the 3DMM texture, the diffuse albedos of the two faces before adjusting the skin tones had almost similar colors, resulting in an incorrect estimation of the diffuse shading. This would be misleading for the subsequent refinement and makeup extraction step. To mitigate this error, we adjusted the skin tone so that the average color was the same as that of the original image.

Tab. 1 displays the results of the quantitative evaluation of the 3D makeup face reconstruction. We trained two face reconstruction networks with different illumination models: one used SH lighting without specular estimation, and the other was the full model. The rendered results using the bare skin, makeup, diffuse shading, and specular reconstruction textures are also listed for reference. We used the complete makeup, which was not used to train the 3D face reconstruction network for the general evaluation. We used a gray color to mark the rendered results, because the generated maps for rendering were trained on the complete dataset. Furthermore, the test makeup dataset, which was not used to train the makeup extraction network, was separated to evaluate the rendered results. The network containing the specular illumination model improved the accuracy of the reconstruction, thereby demonstrating the effectiveness of our model. Our final rendered makeup face exhibited improvement in terms of the perceptual similarity. Thus, the reconstructed results were more compatible with the visual evaluation, as we believe that makeup significantly influences human perception.

**7. Applications**

We explore several makeup-related applications using the results of our method and compare them with state-of-the-art methods.
Table 2: Taxonomy of state-of-the-art makeup transfer methods. “Misalignment”: faces with different poses. “Shade”: controlling the shade. “Control”: selection of the face region to be transferred. “Edit”: editing within arbitrary areas. "Occlusion": robust to occlusion. "Illumination": controlled illumination during transfer.

<table>
<thead>
<tr>
<th>Method</th>
<th>Misalignment</th>
<th>Shade</th>
<th>Control</th>
<th>Edit</th>
<th>Occlusion</th>
<th>Illumination</th>
</tr>
</thead>
<tbody>
<tr>
<td>BeautyGAN [LQD*'18]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>LADN [GWC*'19]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>PSGAN [JLG*'20]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>SCGAN [DHC*'21]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CPM [NTH21]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>SOGAN [LDP*'21]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>EleGANt [YHXG22]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Ours</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

7.1. 3D Face Reconstruction of Makeup

First, we demonstrate how the extracted makeup dataset can be used to enhance the 3D face reconstruction of makeup. The same process as the diffuse albedo model construction of FLAME [LBB*'17] was followed, and the collected makeup textures \((1 - A) \odot \mathbf{D}_c^m\) were used to construct a PCA-based statistical model of makeup. The randomly sampled textures from the makeup model are depicted in Fig. 11. The makeup model is an extension of the diffuse albedo model, and the new model \(\mathbf{D}_c\) can be formulated as:

\[
\mathbf{D}_c = \mathbf{D}_c + \mathbf{D}_c^m, \tag{12}
\]

where \(\mathbf{D}_c^m\) is the makeup model. We used an optimization-based manner to reconstruct the 3D face from the makeup portraits because no large-scale makeup dataset is available to train a neural network. A comparison of the 3D makeup face reconstruction using different albedo models \(\mathbf{D}_c\) and \(\mathbf{D}_c\) is presented in Fig. 12. \(\mathbf{D}_c\) could recover the makeup, and improve the accuracy of the entire reconstruction, especially for lipsticks and eye shadows. The shape of the lips and eyes were also matched more effectively by extending the ability of the diffuse albedo.

We believe that this makeup database can be explored further; for example, by using advanced image generation techniques such as StyleGAN/StyleGAN2 [KLA19, KLA*20] or diffusion model [HJA20]. The accuracy of the reconstruction results also requires further quantitative evaluation, and we consider these as future research topics.

7.2. Illumination-Aware Makeup Transfer

We used the extracted makeup for makeup transfer by employing the same method as that for the makeup extraction network. Equation (10) was followed to blend a new makeup face, which was subsequently projected onto the original image. The functionalities of our method and previous methods are summarized in Tab. 2. Similar to the approach of CPM [NTH21], the makeup textures are UV representations to solve the misalignment of faces. The face region that is used for transfer can be specified, and the makeup is editable. In addition to these advantages, our approach extracts makeup and uses a completed UV representation, which can handle occlusion and illumination.

Our makeup transfer results are depicted in Fig. 13. The reference images contained various complex factors, including occlusion, face misalignment, and lighting conditions. We extracted the makeup from the reference image. Subsequently, we transferred the makeup to the source image while maintaining the original illumination of the source image.

A qualitative comparison with state-of-art makeup transfer methods is depicted in Fig. 14, in which the source and reference images have different illumination. As existing makeup transfer methods do not consider illumination, they transfer not only the makeup, but also the effect of the illumination. The first two rows present the exchanged makeup results of two identities, one was evenly illuminated, whereas the other had shadows on the cheeks. The existing methods could not retain the illumination from the source image, which resulted in a mismatch between the face and surrounding environment. Note that our method preserved the illumination and shade of the original images in the cheeks. The final row shows an example in which the source and reference images have contrasting illumination. Our method enabled a natural makeup transfer, whereas the other methods were affected by the illumination, resulting in undesirable results. Note that the pioneering method known as BeautyGAN [LQD*'18] (a) was relatively stable. However, as it is not suitable for transferring eye shadow, the makeup in the source image was not cleaned up.
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7.3. Illumination-Aware Makeup Interpolation and Removal

As illustrated in Fig. 15, compared to existing makeup transfer methods, our method could achieve makeup interpolation and removal without a reference image. Moreover, our makeup interpolation maintained constant illumination conditions and achieved natural makeup interpolation. The first two rows present the interpolation and removal results of the face images. The specular and diffuse shading were not changed while the makeup was adjusted from heavy to light. The third row shows how the alpha matte changed in the makeup interpolation process. The alpha matte $A$ is adjusted to $A_{\sigma}$ as follows:

$$A_{\sigma}(p) = \text{clamp}(A(p) + \sigma, 0, 1),$$

where $A_{\sigma}(p)$ and $A(p)$ are values of $A_{\sigma}$ and $A$ at pixel $p$, respectively, and $\sigma \in [0, 1]$. $A_{\sigma}$ was eventually clipped to between 0 and 1. It can be observed that for the change in $A_{\sigma}$, the makeup was mainly lipstick and eye shadow in this sample. Thus, the original $A$ was the black color around the lips and eyes, which means that this part of the skin color was not used, while the makeup is mainly applied. With the increase in sigma, $A_{\sigma}$ became whiter; thus the use of makeup was reduced and makeup interpolation was achieved. As the illumination was disentangled from the makeup, it was possible to relight the face while adjusting the makeup. The results are presented in the final row.

In addition to the above applications, the extracted makeup can be used for makeup recommendations, please refer to [SRH*11, AJWF17]. The makeup textures can also facilitate the subsequent processing of traditional graphics pipelines such as physically-based makeup rendering.

8. Limitations and Conclusions

Limitations. Although we integrated a color adjustment to alleviate the inherent skin color bias, the 3DMM skin colors still exhibited a problem. Namely, because the skin colors of the FLAME model [LBB*17] were obtained by unwrapping face images of the FFHQ dataset [KLA19], they contained baked-in lighting effects. Therefore, our coarse albedos that were obtained using the FLAME model contained shading effects, which further caused errors in our refinement step and makeup extraction. Whereas our method yielded satisfactory results in most cases, we would like to explore a better albedo model.

Our network erroneously extracts a makeup-like material from a makeup-less face because our network is currently not trained with paired data of makeup-less inputs and makeup-less outputs.

Although our refinement step greatly improves the diffuse albe-
Figure 14: Qualitative comparison of makeup transfer between two faces. Left to right: source images providing the identity and illumination, the reference images providing the makeup, (a) BeautyGAN [LQD*18], (b) PSGAN [JLG*20], (c) CPM [NTH21], (d) SCGAN [DHC*21], (e) EleGANt [YHXG22], and (f) our results, which retain the lighting effects.

Figure 15: Results of illumination-aware makeup interpolation and removal. Left to right: the original makeup was interpolated and finally removed. The first row presents the interpolation results with constant illumination. The second row displays the results using only diffuse shading. The third row shows the alpha matte A for controlling the balance of the bare skin and makeup. The final row presents the rendered faces with relighting.

dos (see Fig. 8(b)(d)), the difference in the face geometry is subtle before and after refinement. Fig. 16 shows that the normals around the eyes and mouth were smoothed. We would like to improve the face geometry as well.

At present, we extract makeup from diffuse albedos, but in the real world, makeup contains specular albedos. We would like to ac-
count for makeup BRDFs for a more physically-plausible makeup transfer. Quantitative evaluation is difficult in makeup-related re-
search because no public ground-truth dataset of accurately aligned face images before and after makeups is available. Therefore, it is also essential to establish a quantitative evaluation criterion.

Conclusions. We have presented the first method for extracting makeup for 3D face models from a single makeup portrait, which consists of the following three steps: 1) the extraction of coarse facial materials such as geometry and diffuse/specular albedos via extended regression-based inverse rendering using 3DMM [LBB*17], 2) a newly designed optimization-based refinement of the coarse materials, and 3) a novel network that is designed for extracting makeup. Thanks to the disentangled outputs, we can achieve novel applications such as illumination-aware (i.e., relightable) makeup transfer, interpolation, and removal. The resultant makeup is well aligned in the UV space, from which we built a large-scale makeup texture dataset and a PCA-based makeup model. In future work,
we would like to overcome the current limitations and explore better statistical models for facial makeup.

Acknowledgements
We thank Prof. Yuki Endo in University of Tsukuba for the suggestions and comments on our research. We also thank the reviewers for their constructive feedback and suggestions, which helped us improve our paper.

References