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Abstract

Real-time ray tracing (RTRT) is being pervasively applied. The key to RTRT is a reliable denoising scheme that reconstructs clean images from significantly undersampled noisy inputs, usually at 1 sample per pixel as limited by current hardware’s computing power. The state of the art reconstruction methods all rely on temporal filtering to find correspondences of current pixels in the previous frame, described using per-pixel screen-space motion vectors. While these approaches are demonstrated powerful, they suffer from a common issue that the temporal information cannot be used when the motion vectors are not valid, i.e. when temporal correspondences are not obviously available or do not exist in theory.

We introduce temporally reliable motion vectors that aim at deeper exploration of temporal coherence, especially for the generally-believed difficult applications on shadows, glossy reflections and occlusions, with the key idea to detect and track the cause of each effect. We show that our temporally reliable motion vectors produce significantly better temporal results on a variety of dynamic scenes when compared to the state of the art temporal reuse methods with traditional motion vectors. The quantitative evaluation metrics (RMSE and SSIM) are shown below the images.

Figure 1: We propose temporally reliable motion vectors for shadows (left, pink room scene), glossy reflections (middle, contemporary restaurant scene) and occlusions (right, PICA scene) that better explore and utilize temporal correspondences between adjacent frames. Our method significantly reduces noise, overblur and ghosting artifacts compared to the state of the art temporal reuse methods with traditional motion vectors.
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1. Introduction

It is generally believed that ray tracing has become the gold standard in rendering to generate realistic images in a physically correct way. But ray tracing is historically slow, usually taking hours to days to produce a single noise-free image. For this reason, real-time ray tracing (RTRT) that performs at > 30 frames per second was considered impractical for a long time, until the recent breakthrough of graphics hardware brought it into life. Nowadays, real-time ray tracing has not only attracted enormous interest in the
video games industry, but also been pervasively explored in movies, animations, computer aided designs and visualizations for interactive previews, dynamic lighting and material editing. Despite its rapid progress, RTRT still only allows for low sampling rates. For example, in order to guarantee real-time performance, only approximately 4 rays can be traced per pixel on the state of the art NVIDIA RTX hardware. This makes exactly 1 path sample per pixel – 1 ray each for primary hit, primary shadow, secondary hit, and secondary shadow – for all the global and local effects together. As a result, the rendered images will be noisy.

So, at the heart of the RTRT is the denoising or reconstruction technique. However, with such a low sampling rate and high performance requirement, accurate image filtering methods [MIYM15; MMMG16] are likely to fail. Processing each frame itself may take a prohibitively long time already, and it is difficult to guarantee temporal coherence to avoid flickering.

To deal with temporal stability and improve the essential sampling rate, various research directions have been explored, among which the temporal filtering stands out [CKS*17; SKW*17; MMBJ17; SPD18]. This line of work is inspired by the idea of Temporal Anti-Aliasing (TAA) [KTD*14]. They find where the shading point within each pixel was in its previous frame, and blend the previous pixel value with the current. In this way, the shading results are accumulated and smoothed over time.

Finding the correspondence of a current pixel in its previous frame is essentially calculating the optical flow [HS81], but in a much faster and more accurate back-projection way since every scene parameter (model, view, projection matrices over time, etc.) in rendering is known. The resulting correspondence is represented as motion vectors, which is a 2D vector in the image space that points from the current pixel location to its previous location in the last frame.

However, the motion vectors may not always exist. For example, a static location in the background may be blocked by a moving object in the previous frame. In this case, the motion vector does not exist at the current location. Also, the motion vectors may be wrong for effects like shadows and reflections. For example, a static shadow receiver will always have a zero-length motion vector, but the shadows casted onto it may move arbitrarily along with the light source. In any of these cases, when correct motion vectors are not available but temporal filtering is applied anyway, ghosting artifacts (unreasonable leak or lag of shading over time) will emerge.

While the temporal failures can be detected with smart heuristics [SPD18], the temporal information in these cases will be simply rejected nonetheless. But we believe that the information can be better utilized. We find and calculate different types of motion vectors for different effects, to make the seemingly unusable temporal information available again. Specifically, we introduce

- a shadow motion vector for moving shadows,
- a stochastic glossy reflection motion vector for glossy reflections, and
- a dual motion vector for occlusions.

The rest of this paper is organized as follows. In Sec. 2, we give a broader overview of related work. In Sec. 3, we briefly introduce the calculation of traditional motion vectors and their use in temporal filtering, to motivate our method. In Sec. 4, we present our temporally reliable motion vectors for each of the above mentioned effects with implementation details in Sec. 5. And in Secs. 6 and 7, we compare our method with the state of the art methods, discuss the choices / alternatives and analyze the results. In Sec. 8, we summarize our method and propose future insights.

2. Related Work

Traditional reconstruction methods. Accurate reconstruction approaches from Monte Carlo ray traced renderings were pervasively studied, but mostly focused on offline applications [EHDR11; MIYM15; MMMG16; BRM*16] that may take seconds to minutes to denoise a single image. With the development of modern hardware that allows for interactive ray tracing with very few rays per pixel, faster reconstruction methods, such as axis-aligned filtering [MWR12], fast sheared filtering [YMRD15; VMCS15] and texture space filtering [MHC*16], brought the reconstruction time to the level of tens of milliseconds per frame, thus allowing for interactive performance. While these methods explore statistics or frequency analysis of light transport to maximize the use of ray samples, the theoretical need of the number of samples are still high, and the performance is still far from real-time requirements (typically no more than 5 ms are allowed for reconstruction).

Temporal accumulation and anti-aliasing. For plausible real-time reconstruction, researchers gradually refer to temporal accumulation to increase the essential sampling rate. While a vast amount of work applies temporal accumulation [WDP99; NSL*07; KTD*14; IMK*16; PSK*16], one that has been pervasively adopted by the industry is the temporal anti-aliasing (TAA) method [KTD*14]. The key idea is to find a correspondence in the previous frame for each pixel in the current frame, then accumulate previous pixel values to the current. When the previous color differs too much from the current, a clamping operation is performed to clip the previous color closer. This reduces the ghosting artifacts but re-introduces noise and produces other artifacts such as visible cuts. In contrast, our method aims at better search of previous pixel positions where the values are close to the current, therefore reducing the noise and artifacts.

Real-time denoising methods. With the temporal accumulation, real-time denoising methods have brought RTRT into reality. Mara et al. [MMBJ17] separately filter the diffuse and glossy light transport. The recurrent autoencoder (RAE) method [CKS*17] uses recurrent connections of a neural network to simultaneously perform spatial and temporal filtering. The spatiotemporal variance-guided filtering (SVGF) method [SKW*17] analyzes both spatial and temporal variances to guide the shape / size of spatial filters, which is later extended to use an estimated temporal gradient to adaptively determine how much to rely on temporal information (A-SVGF) [SPD18]. But still unlike our method, this adaptive method does not attempt to find more reliable temporal information. Koskela et al. [KIM*19] use block-wise filtering for fast spatial reconstruction, but is completely orthogonal to temporal filtering, thus is still prone to ghosting artifacts.

Accurate motion vectors have been studied previously to find...
better temporal information. Zimmer et al. [ZRJ†15] use next-event estimation to find previous correspondences in the path space, but is too costly for real-time applications. Bitterli et al. [MMBJ17] apply a specular reflection motion vector to track the movement of glossy reflections, but is less accurate when the materials are rougher. Hirvonen et al. [HSAS19] find more accurate virtual image locations reflected from curved surfaces, but still for pure specular reflections only. Our method continues this line of research, but brings out more types of effects and more reliable motion vectors to use in practice.

Filtering for individual effects. The computation of our motion vectors is inspired by various works on individual effects. The percentage closer soft shadows (PCSS) [Fer05] records an average blocker depth and the light size to estimate the size of soft shadows, which gives us insight on tracking ray traced shadows over time. The screen space reflection (SSR) [THS†15] traces glossy reflected objects in the screen space and filters the noisily reflected images. We build upon this idea to compute stochastic glossy reflection motion vectors. The idea of linearly transformed cosines (LTC) method [HDHN16] calculates accurate shading results without the shadows, making it possible for us to consider only indirect illumination in our dual motion vectors for occlusions.

Other real-time schemes utilizing temporal information. Xiao et al. [XNC†20] present a temporal convolutional neural network, taking color, depth, and motion vectors as inputs. It can upsampling the highly aliased input imagery to the 4×4 high fidelity and temporally stable results in real-time. Tatzgern et al. [TMKS20] and Lin et al. [LY20] combine spatiotemporal filtering with their many-light sampling methods to achieve real-time global illumination. These methods highly rely on temporal information. So, they can simply replace traditional motion vectors with ours, and they will immediately obtain better temporal consistency and fewer temporal artifacts.

3. Background and Motivation

In this section, we briefly go over the back-projection technique in TAA and RTRT methods, and explain how it is used in temporal filtering.

When two consecutive frames \(i−1\) (previous) and \(i\) (current) are given, the idea of back-projection is to find for each pixel \(x_i\) intersected by the primary ray, where its world-space shading point \(s_i\) was in the previous frame at \(x_{i−1}\). As mentioned in Sec. 1, since we know the entire rendering process, the back-projection process can be accurately computed: first, project the pixel \(x_i\) back to its world coordinate in the \(i\)-th frame, then transform it back to the \((i−1)\)-th frame according to the movement of the geometry, and finally project the transformed world coordinate in the \((i−1)\)-th frame back to the image space to get \(x_{i−1}\). Denote \(P\) as the viewpoint*modelviewprojection transformation per frame and \(T\) as the geometry transformation between frames, the back-projection process can be formally written as

\[
x_{i−1} = P_{i−1} T_{i} P_{i−1} P_{i}^{-1} x_{i},
\]

where the subscripts represent different frames. According to Eqn. 1, the motion vector \(m(x_i) = x_{i−1} − x_i\) is defined as the difference between the back-projected pixel and the current pixel in the image space.

The motion vector for each pixel \(x_i\) is computed together with the rendering process, and can be acquired almost without any performance overhead. With the motion vectors, temporal filtering becomes straightforward. In practice, it is a simple linear blending between the current and previous pixel values:

\[
\bar{c}_i(x_i) = \alpha \cdot \bar{c}_i(x_i) + (1 − \alpha) \cdot \bar{c}_{i−1}(x_{i−1}),
\]

where \(c\) is the pixel value, first filtered spatially per frame resulting in \(\bar{c}\), then blended with the pixel value of its previous correspondence \(\bar{c}_{i−1}\). The \(\alpha\) is a factor between 0 and 1 that determines how much temporal information is trusted and used, usually set to 0.1 to 0.2 in practice, indicating heavy temporal dependence on previous frames. The temporal filtering process continues as more and more frames are rendered, accumulating to a cleaner result. Thus we use the “*” and “/” symbols to indicate less and more noise, respectively.

From Eqn. 2, we can see that one frame’s contribution over time is an exponential falloff. Thus, if the motion vectors cannot accurately represent correspondence between adjacent frames, ghosting artifacts will appear. Fig. 1 illustrates three typical failure cases of shadows, glossy reflections and occlusions. In these cases, the shadow receivers, reflectors, background appearing from previously occluded regions are all static, resulting in zero-length motion vectors. But these motion vectors are not the desired correspondences between frames. For example, as one would expect intuitively, when a shadow moves, the motion vectors should move along with the shadow, rather than the shadow receiver.

Various methods are designed to alleviate the temporal failure. Salvi et al. [Sal15] proposes to clamp the previous pixel value \(\bar{c}_{i−1}(x_{i−1})\) to the neighborhood of the current pixel value, in order to suppress the ghosting artifacts and provide a faster rate of convergence to the current frame. The SVGF method [SKW†17] focuses on a better spatial filtering scheme to acquire \(\bar{c}(x_i)\) by considering spatial and temporal variances together. And the A-SVGF method [SPD18] detects rapid temporal changes to adjust the blending factor \(\alpha\) to rely more or less on spatial filtering, trading ghosting artifacts for noise.

In contrast to the previous methods, we intend to better utilize the previous information, i.e., we would like to find a more reliable \(\bar{c}_{i−1}(x_{i−1})\) so that minimal special treatment is further needed. Our insight is that for shadows and glossy reflections, it is not the geometry in a pixel that we want to track in the previous frame, but the position of the shadow and the reflected virtual image. For occlusions, it is easier for the previously occluded regions in the background to find correspondences also in the background rather than on the occluder.

4. Temporally Reliable Motion Vectors

In this section, we describe our temporally reliable motion vectors. Specifically, we will focus on the three commonly encountered temporal failure cases: shadows, glossy reflections and occlusions.

The high level idea is that we design a separate motion vector for each of these effects. In accordance with the different types of motion vectors, we also treat our final output as a collection of separate
4.1. Shadows

Inspired by the Percentage Closer Soft Shadows (PCSS) [Fer05] which estimates the shadow size based on the average blocker depth and light size, we propose to track the movement of the shadow by following the blocker and light positions over time.

Fig. 2 illustrates our scheme focusing on two consecutive frames \((i - 1)\) and \(i\). Recall that we shoot 1 shadow ray per pixel towards a randomly chosen position on the light. For a pixel \(x_i\) (in image space) in shadow, we know exactly its shading point \(s_i\), the blocker position \(b_i\), and the light sample position \(l_i\) (all in world space). Since the blocker and the light sample positions are associated with certain objects, we immediately know their transformation matrices between these two frames, so we are able to find their world space positions \(b_{i-1}\) and \(l_{i-1}\) in the \((i - 1)\)-th frame. Suppose the geometry around the shadow receiver \(s_i\) is a locally flat plane, we can find the intersection \(s_{i-1}\) between this plane and the line connecting \(l_{i-1}\) and \(b_{i-1}\) in the previous frame. Finally, we project this intersection to the screen space. In this way, this projected pixel \(x_{i-1}^V\) is our tracked shadow position from \(x_i\):

\[
    x_{i-1}^V = P_{i-1} \text{intersect}(T^{-1}l_i \rightarrow T^{-1}b_i; T^{-1}\text{plane}(s_i)),
\]

(3)

where the transformations \(T\) between frames can be different for the light sample, blocker and the shading point.

Eqn. 3 implies our shadow motion vector as \(m_i^V (x_i) = x_{i-1}^V - x_i\). To use it, we slightly modify the temporal filtering Eqn. 2 by adding a lightweight clean-up filtering pass (at most \(9 \times 9\) after temporal blending. This is because the motion vectors \(m_i^V (x_i)\) can be noisy due to random sampling on the light, so the fetched \(\tilde{V}_{i-1}(x_{i-1})\) can be noisy as well, despite the smoothness of \(\tilde{V}_{i-1}\) itself in the previous frame. The same clean-up filter will be used for glossy reflections and occlusions, and will be discussed in detail in Sec. 5.

With the clean-up filter, it does not matter whether the shadows are hard or soft. For hard shadows, the blocker and light positions will also be accurate, thus the result will be clean already without any spatial-temporal filtering. For soft shadows, our shadow motion vectors are indeed more noisy because of sampling a large area light, but the penumbra regions will also be spatially filtered more aggressively with larger filter size, thus still resulting in negligible noise. In the accompanying video, we show that our method excels at all different extents of soft shadows.

To perform spatial filtering of the noisy shadows in the current frame \(i\), we refer to Liu et al. [HA19], which accurately calculates the filter size. However, we notice that based on the above computation, only those pixels in shadows in the current frame are associated with our shadow motion vectors. To deal with this problem, and to achieve both efficient filtering performance and clean shadow boundaries, we conceptually interpret the filtering of shadows as the splatting of each in-shadow pixel’s visibility, along with other associated properties.

In practice, the splatting is still implemented using a fixed-size filter. Discrete in-shadow pixels’ visibilities and their shadow motion vectors are propagated (weight averaged) into the center of each filter. In this way, we are able to determine the accurate shadowed regions. Within the shadows, our shadow motion vectors are always available pixel-wise.

Discussion: multiple lights. Combining with orthogonal approaches, such as Resampling Importance Sampling (RIS) work [BWP⁺20], our method naturally extends to multiple lights with negligible overhead. The orthogonal method addresses the problem of many-light sampling, and we perform as usual – for each light sample, we compute its motion vector. So, our overhead is always negligible as compared to the direct illumination time, since they scale up together with the number of samples. Fig. 10 shows another view of the fence scene with multiple light sources.

Discussion: non-planar shadow receiver. The only assumption

\[
\text{Discussion: non-planar shadow receiver. The only assumption}
\]
we make is that the geometry is locally flat for each shading point during the computation of our shadow motion vectors. However, as Fig. 3 shows, after the back-projection in the \((i - 1)\)-th frame, it is possible that \(s_i^{\nu_{i-1}}\), the shading point of pixel \(x_i^{\nu_{i-1}}\), is not on the virtual receiver plane defined by \(s_j\) and its normal \(n(s_j)\) (inverse transformed if the shadow receiver moves over time, omitted here for simplicity). These two shading points may not have the same normals, and could even be on different objects. In this case, it seems that our shadow motion vector could no longer be used.

To deal with the problem introduced because of non-planar shadow receivers, we introduce a simple but effective falloff heuristic. That is, we measure the extent of “non-planarity”. Fig. 3 illustrates our idea. Once \(s_i^{\nu_{i-1}}\) is calculated, we measure the angle \(\theta\) between the normal of the virtual receiver plane \(n(s_j)\) and the direction \(s_j \rightarrow s_i^{\nu_{i-1}}\). Our key observation is that, only when \(\theta\) is close to 90°, we can fully depend on our shadow motion vector. Otherwise, we should trust more on the spatially filtered result. So, we use \(\theta\) to adjust the \(\alpha\), replacing it with a specific \(\alpha^c\) in Eqn. 2 as

\[
\alpha^V = 1 - G(\theta - \pi/2, 0, 0.1) \cdot (1 - \alpha),
\]

where \(G(x; \mu, \sigma)\) is a Gaussian function with it peak value normalized to 1, centered at \(\mu\) and with a standard deviation of \(\sigma\). Finally, we achieve high quality, non-lagging shadows, and we compare our results with other methods in Fig. 1 and in Sec. 6. Especially, Fig. 9 shows the Apples scene with highly curved apples and cloth on the desk, and a rapidly moving area light on the right. We demonstrate our insight is that no matter if we are using the specular or same normals, and could even be on different objects. In this case, it seems that our shadow motion vector could no longer be used.

4.2. Glossy Reflections

Similar to tracking the shadows, we can also track the movement of glossy reflections. This is inspired by Zimmer et al. [ZRJ*15] and Mara et al. [MMBJ17] on mirror / specular reflections. They assume that the virtual image is a real object behind the mirror reflector, and calculate the motion vectors of the virtual image instead of the reflector.

However, when it comes to glossy reflection, this approach is no longer valid. Since we trace 1 secondary ray per pixel \(x_i\), we can only importance sample the glossy lobe to decide where to bounce. And the bounced direction can certainly be different to the specular reflected direction. If we follow exactly their approach, an additional specular reflected ray has to be traced per pixel, which is prohibitively expensive.

Our insight is that no matter if we are using the specular or sampled direction, what we need to do is still to find the corresponding pixel in the previous frame of the secondary hit point \(h_i\). However, since glossy BRDFs model a non-delta distribution, multiple pixels may reflect to the same hit point, forming a finite area in the screen space. This indicates that there will be multiple pixels from the previous frame that correspond to \(x_i\) in the current frame. Our stochastic glossy motion vector aims at finding one at a time.

Given that the center of a glossy BRDF lobe is usually the strongest, we always have a valid choice to start with. That is, we first assume that the glossy BRDF degenerates to pure specular again, then we can immediately find the corresponding point \(s_i^{C_{i-1}}\) similar to Zimmer et al. [ZRJ*15]. Then our insight is that, as the glossy lobe gradually emerges, a region will appear around \(s_i^{C_{i-1}}\), in which all the points are able to reflect to the same hit point \(h_{i-1}\). This region can be approximated by tracing a glossy lobe (with the same roughness at \(s_i^{C_{i-1}}\) from the virtual image of \(h_{i-1}\) towards \(s_i^{C_{i-1}}\).

Fig. 4 illustrates the way we find one corresponding pixel \(s_i^{C_{i-1}}\) in the previous frame. We start from the importance sampled secondary ray at the shading point \(s_i\) and the secondary hit point \(h_i\) in the world space. We transform \(h_i\) to the previous frame \((i - 1)\) in the world space, find its mirror-reflected image, then project it to the screen to retrieve \(s_i^{C_{i-1}}\) in the world space again.

Then, similar to the shadow case, we assume a locally flat virtual plane around \(s_i^{C_{i-1}}\), and find the intersected region between this plane and the glossy lobe traced from the image of \(h_{i-1}\) towards \(s_i^{C_{i-1}}\). In practice, there is no need to trace any cones, and we simply assume that the glossy lobe is a Gaussian in directions, and that the intersected region is a Gaussian in positions as well as in the image space, which can be efficiently approximated by tracking the endpoints of major and minor axes. In this region, our stochastic motion vector for glossy reflection randomly finds \(x_i\)’s correspondence at

\[
x_i^{C_{i-1}} = \text{sample} \left( \mu, \Sigma \right),
\]

where \(\text{sample}(\mu, \Sigma)\) is to importance sample a Gaussian function with center \(\mu\) and covariance \(\Sigma\), and \(T\) still represents different transformations at different places.

The usage of our stochastic glossy reflection motion vectors is similar to the shadow motion vectors. Also, the “natural hierarchy” still exists, i.e., when the roughness is high, the glossy reflection motion vectors will be more noisy, but the temporally filtered result will be then spatially cleaned up in a more aggressive manner.

4.3. Occlusions

Different from the previous cases on shadows and glossy reflection, when occlusion happens, in theory there are no temporal correspondences \(x_i^{\nu_{i-1}}\) of the pixels \(x_i\) appearing from the previously occluded frame. The usage of our stochastic glossy reflection motion vectors is similar to the shadow motion vectors. Also, the “natural hierarchy” still exists, i.e., when the roughness is high, the glossy reflection motion vectors will be more noisy, but the temporally filtered result will be then spatially cleaned up in a more aggressive manner.

Figure 4: Illustration of the computation of our stochastic glossy reflection motion vectors. For an importance sampled secondary ray, we back-project the virtual image of its hit point in the previous frame.
regions. The back-projected motion vectors of these pixels will always land on the occluders, thus the previous pixel values cannot easily be used.

To alleviate this issue, we start from the clamping method by Salvi et al. [Sal15]. They evaluate the local neighborhood of $x_i$ in a small window, and fit a Gaussian distribution $G(\mu, \sigma)$ of the color values inside this window. No matter whether the correspondence $x_{i-1}^O$ is valid or not, they clamp the color value at $x_{i-1}$ to the $[\mu - \sigma, \mu + \sigma]$ interval, then blend with the color value at $x_i$ using Eqn. 2. This approach improves temporal stability, but is still prone to ghosting artifacts in the occlusion case, because usually the occluders have completely different colors than the unoccluded regions.

Our insight is that if the color value at $x_{i-1}^O$ is closer to the value at $x_i$, the issues produced by the clamping method can be better resolved. Also, close color values often appear on the same object. Inspired by Bowles et al. [BMS+12], we propose a new motion vector for the just-appeared region to find a similar correspondence in the occlusion case, because usually the occluders have completely different colors than the unoccluded regions.

Our insight is that if the color value at $x_{i-1}^O$ is closer to the value at $x_i$, the issues produced by the clamping method can be better resolved. Also, close color values often appear on the same object. Inspired by Bowles et al. [BMS+12], we propose a new motion vector for the just-appeared region to find a similar correspondence in the occlusion case, because usually the occluders have completely different colors than the unoccluded regions.

Our insight is that if the color value at $x_{i-1}^O$ is closer to the value at $x_i$, the issues produced by the clamping method can be better resolved. Also, close color values often appear on the same object. Inspired by Bowles et al. [BMS+12], we propose a new motion vector for the just-appeared region to find a similar correspondence in the occlusion case, because usually the occluders have completely different colors than the unoccluded regions.

As Fig. 5 shows, the traditional motion vector gives the $x_i \rightarrow y$ correspondence but unfortunately cannot be easily used. Our method continues to track the movement of $y \rightarrow z$ from the previous frame to the current, using the motion of the occluder. Then, based on the relative positions of $x_i$ and $z$, we are able to find the location $x_{i-1}^O$ in the previous frame. This process can be simply represented as

$$x_{i-1}^O = y + (x_i - z), \tag{6}$$

where $y = P_{i-1}T^{-1}(x_i)P_{i-1}^{-1}$ and $z = P_\ell(y)P_\ell^{-1}y$.

Eqn. 6 indicates that we have applied a back-projection followed by a forward-projection, essentially using two motion vectors. Thus we name our approach “dual motion vectors” for occlusions. In this way, we are able to find a correspondence $x_{i-1}^O$ with a much closer color value to $x_i$. Note that since we use $P$ of two frames to track $x_i$, we are able to support the movement of the camera and objects simultaneously.

Note that since we deal with different effects separately for shadows and glossy reflection, and the shading part can already be reasonably approximated in a noise-free way (e.g. using the Linear Transformed Cosines (LTC) method [HDHN16]), we only have to apply our dual motion vectors to indirect illumination. Moreover, since glossy indirect illumination has been elegantly addressed using our glossy reflection motion vectors, we can now focus only on diffuse materials.

Discussion: reusing color vs. incident radiance. However, as Fig. 6 indicates, simply applying the color values as in Bowles et al. [BMS+12] using the dual motion vector will result in clear repetitive pattern, because it is essentially copy-pasting image contents. This is especially problematic when the normals at $s_i$ and $s_{i-1}$ are different. And removing the textures from colors (named demodulation by the industry) will not help, because when the normals differ, the intensity of shading could already change a lot.

To address this issue, we propose to temporally reuse the incident radiance instead of the shading result. Specifically, for the application of diffuse indirect illumination, we record the 2D indirect incident radiance per pixel. This immediately introduces two questions. First, why using the incident radiance is superior to using the shaded result, especially given that the BRDFs of materials are diffuse. Second, how to efficiently store the 2D incident radiance per pixel, since naïvely storing all incident directions could be prohibitively expensive.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.png}
\caption{Illustration of the computation of our dual motion vectors for occlusions, and comparison with traditional motion vectors. For a pixel $x_i$ that is visible now but was occluded in the previous frame at $y$, we find where the occluder $y$ is in the current frame at $z$. Then we find $s_i$’s correspondence $x_{i-1}^O$ in the previous frame, assuming that the relative positions between the occluder and the background do not change over time. As for traditional motion vectors (trad. mvec), in this case, its length is always zero. So, it simply reuse the color of the same place in the previous frame. As a result, ghosting artifacts will emerge. On the other hand, our dual motion vectors (ours mvec) predict that temporal information should be acquired from the region outlined in yellow.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6.png}
\caption{Illustration of how the repetitive pattern is produced when simply reusing colors with our dual motion vectors. The disk moves from right to left, leaving a previously occluded region (in black) near a stationary bunny. Our dual motion vectors predict that temporal information should be acquired from the region outlined in yellow in the previous frame, so the bunny will simply be repeated.}
\end{figure}
For the first question, it is based on the observation that the indirect incident radiance field is usually much smoother than the indirect shading result, because they are irrelevant of the normals at different shading points. As long as two shading points are close in positions, the incident radiance from similar incident directions will be similar as well. This also inspires us that the incident radiance should be recorded and reused in world coordinates. Fig. 7 (left) shows an example. Suppose that we have recorded the incident radiance of $s_i$ and $s_{i-1}$, each on a hemisphere, we immediately know that all the directions in the overlapped regions of these two hemispheres (marked as green) could be temporally reused, while the non-overlapping part (marked as yellow) should remain using only the spatial content from frame $i$. Then, the radiance from both parts will be used to re-illuminate the shading point $s_i$, leading to an accurate temporally accumulated shading result.

The use of incident radiance reminds us of the second question. Indeed, we cannot afford storing and blending the incident radiance from every possible direction. But fortunately, efficient representations exists. Ramamoorthi and Hanrahan [RH01] demonstrated that for diffuse materials, it is efficient enough to use only 6 spherical harmonics basis functions to represent the incident radiance. Compact as the representation, it is not as efficient to apply in our case, because we need to quickly figure out a “windowed” spherical function by zeroing out values outside a certain colored region. This involves the triple product operation of spherical harmonics, which was demonstrated extremely inefficient by Ng et al. [NRH04].

With the difficulty of spherical harmonics, we instead refer to the representation in the voxel cone tracing approach [CNS*11]. We subdivide a hemisphere into 6 slightly overlapping cones with equal solid angles $\pi/3$ pointing at different directions, and assume that the radiance remains constant within each cone. During spatial or temporal filtering, instead of averaging the shading result, we filter for each cone individually, using the overlapping solid angles between each pair of cones as the filtering weight. Fig. 7 (right) illustrates our idea. Finally, we are able to achieve a much cleaner result for diffuse indirect illumination, as demonstrated in Fig. 1 and Sec. 6.

5. Implementation Details

Clamping. Our motion vectors are indeed able to find more accurate correspondences of a pixel, however, this does not mean the color of temporally corresponding pixels should be exactly the same. Also, in practice, directly using motion vectors still produces minor artifacts. Therefore, we use a mild clamping operation to limit the temporal color / radiance value $x_{i-1}$ (still found using our motion vectors) to the $[\mu-3\sigma,\mu+3\sigma]$ interval in each $x_i$’s neighborhood to avoid potential artifacts and increase robustness. It is important to note that, this clamping operation does not reintroduce any lagging of shadows, reflections or occlusions like before, but only does the clean-ups, thanks to temporally reliable motion vectors that accurately track the most reliable contents.

The size of the clean-up filter. As mentioned earlier, there are times that we rely more on the spatial filtering. Specifically, one unique case of ours is the change of $\alpha$ according to our non-planar heuristic in shadows. All the other scenarios give credit to clamping, since clamping is essentially transforming the temporal contributions towards the spatial. In either case, we know that the spatially filtered results will be used more, so they cannot be too noisy. For this reason, we determine the size of our clean-up filter based on the the value of $\alpha$ and the extent of clamping to further improve the quality of filtering.

For the change of $\alpha$ to $\alpha^\prime$, we simply refer to how much it has changed from the default choice ($\alpha = 0.1$ in our case):

$$w_{\alpha}(x_i) = (\alpha^\prime(x_i) - \alpha)^2,$$

which measures the extent of how much more we rely on spatial filtering.

For clamping, let’s denote $\bar{c}_{i-1}(x_{i-1})$ as the clamped history value, then we define the extent of clamping by measuring the relative “lost of information” as

$$w_{C}(x_i) = \frac{|\bar{c}_{i-1}(x_{i-1}) - \bar{c}_{i-1}(x_{i-1})|}{\bar{c}_{i-1}(x_{i-1}) + \epsilon},$$

where the $\epsilon$ is set to 0.001 for safe division.

Finally, we use $w_{\alpha}(x_i)$ and $w_{C}(x_i)$ together to determine the standard deviation of our clean-up filter as $\min\{w_{\alpha}(x_i) + w_{C}(x_i), 5\}$. Note that the maximum size (side length in pixels) of the clean-up filter is always $9 \times 9$.

Intersection and contribution of cones. In Sec. 4.3, one of the key technical dependencies is the calculation of the overlapping solid angle between each pair of cones on a unit hemisphere. We refer to the solution by Mazonka et al. [Maz12]. Specifically, for a pair of cones with same apex angle $\frac{\pi}{6}$, the overlapping solid angle $\Omega$ can be written as:

$$\Omega = 4 \cdot (\beta - \varphi \cdot \cos \frac{\pi}{6}),$$

where $\beta$ and $\varphi$ can be computed as:

$$\gamma = \arctan \frac{\cos \frac{\pi}{6} - \cos \alpha \cdot \cos \frac{\pi}{6}}{\sin \alpha \cdot \cos \frac{\pi}{6}},$$

$$\beta = \arccos \frac{\sin \gamma}{\sin \frac{\pi}{6}},$$

$$\varphi = \arccos \frac{\tan \gamma}{\tan \frac{\pi}{6}}.$$
where $\alpha$ is the angle between the axes of these two cones.

With the overlapping solid angle $\Omega$ between any two cones, we then use it as the weight of contribution during spatial or temporal filtering. After this, we re-shade each pixel using the average radiance recorded in each of the 6 cones, computed as:

$$L \approx f_r \sum_{k=1}^{6} L_k \frac{\pi}{3}$$

(11)

where $f_r$ is the diffuse BRDF, $L_k$ is the averaged constant radiance in the $k$-th cone, and $\pi/3$ is the solid angle of each individual cone.

**Choice of spatial filters.** One benefit from filtering separately for different effects is that we can use small spatial filters for each of them. For shadows, we simply implement a separable $31 \times 31$ joint bilateral filter [KCLU07] and it turns out already good enough. For glossy reflections, we refer to the filtering method in [LLK*19]. For global illumination, we use a 4-level à-trous wavelet filter, essentially $32 \times 32$. All the clean-up filters are implemented with as a separable joint bilateral filter with a fixed size $9 \times 9$ but with potentially different standard deviations.

6. Results and Comparison

We implement our algorithm using the NVIDIA OptiX [PBD*10] as well as the Unreal Engine 4 [San16]. And we compare our method against the state of the art real-time ray tracing techniques over a variety of scenes. All the experiments are conducted on an NVIDIA TITAN RTX with 24GB of video memory. All the images are rendered with $1920 \times 1080$ resolution, sampled at 1 light path per pixel, except that the ground truth is traced at 4096 light paths per pixel.

We compare our results with the ones generated using traditional motion vectors, with and without the neighborhood clamping approach used in TAA [Sal15]. The clamping methods represent the line of ideas that force the use of temporal information. We also compare our method with the SVGF and A-SVGF methods as representatives that balance the use of temporal and spatial information. Neither kind of these methods aim at better utilizing the temporal information. We use Root-Mean Square Error (RMSE) and Structural Similarity Index (SSIM) metrics for quantitative evaluation. Note that sometimes SVGF is better in quantity, and this is because it tends to produce a significant amount of overblur. Please make sure to check out our accompanying video for much clearer differences. For the convenience of developers, we will release our full code base upon publication.

**Shadows.** Fig. 8 (left) shows the fence scene with a rapidly moving fence in front and an area light behind it. In this example, we demonstrate that our shadow motion vectors are able to produce shadows that are closely attached to the fence.

In comparison, traditional motion vectors produce significant ghosting artifacts. This is expected, since they will always be zero in this case. With clamping, the results are less lagging but much more noisy. However, the noise is aggressively filtered by SVGF, resulting in overblur. The A-SVGF method discards temporal information, resulting in color blocks similar to the typical “smearing” artifact in bilateral image filtering, and leaving behind low frequency noise that can be easily observed in a video sequence.

We also include two more complex scenes: pinkroom scene in Fig. 1 and apple scene in Fig. 9. We can see that our shadow motion vectors work well with complex occlusion conditions, even when the locally flat plane assumption is violated, thanks to our cosine falloff heuristic.

**Glossy reflections.** We show two scenes (Figs. 1 (middle) and 11) that contain glossy reflections of various objects. We compare our method with three approaches: (1) using the traditional reflectors’ motion vectors but without clamping of previous pixel values, (2) using traditional motion vectors with clamping, (3) using specular reflected rays’ hit points’ motion vectors, also with clamping and (4) using traditional motion vectors with the temporal component of A-SVGF (the Temporal Gradient method). For all the comparisons, we use the spatial filter discussed in [LLCK19] as the spatial component of our denoising pipeline.

The comparison indicates that our glossy reflection motion vectors do not introduce ghosting artifacts. However, with traditional motion vectors, naive filtering produces significant ghosting.
Clamping relieves the lagging but introduces severe discontinuous artifacts. With specular motion vectors, the results look plausible in most regions, but discontinuous artifacts can still be found around the edges of the reflected objects. The A-SVGF will always result in noisy results since the temporal gradient changes so fast that mostly the A-SVGF only uses the noisy current frame. Our method produces the closest result to the ground truth (ray traced without firefly removal thus always looks brighter).

**Occlusions.** We demonstrate the effectiveness of our occlusion motion vectors in two different versions of the PICA scene with moving objects in Figs. 1 (right) and 12. Only indirect illumination is shown and its intensity is scaled $10 \times$ for better visibility. Note that this will also make the artifacts and low-frequency noises more visible than usual. New unobscured regions will appear around the boundaries of foreground objects. In these regions, the temporal information will simply be rejected with traditional motion vectors. Therefore, in this case the SVGF still results in significant amount of overblur, while A-SVGF again appears to be smeared spatially and loses temporal stability. The clamping approach tries to use pixel values from the occluders, however, since the pixel values on the foreground and background usually differ drastically in the occlusion case, this will still introduce ghosting artifacts.

**7. Discussion and Limitation**

**Potential improvements with orthogonal approaches.** Since our method focuses on reliable temporal information, any orthogonal method that improves spatial filtering is potentially helpful to our method. These include exploiting blue noise sampling patterns [HB19], better shadow estimators [HHM18], block-wise filtering [KIM*19], and more. Also, there are better methods that help us to find more accurate motion vectors, for example, better ways of finding the mirror-reflected images by curved reflectors [HA19]. Moreover, adaptive methods that dynamically select temporal blending weights such as A-SVGF [SPD18] can also be combined with our method immediately for better temporal robustness.

**Performance.** Fig. 13 shows average computation cost of each step of denoising individual effect using our motion vectors. The average cost of individual step is estimated from 500 frames rendered at $1920 \times 1080$ on an NVIDIA TITAN RTX. We compared with SVGF (traditional motion vectors), it can denoise different effects with a similar cost, around $3.11$ ms per frame.

Different from previous work, our main contribution is not a spatial filtering approach or system, but the different types of motion vectors. As one would expect from their simple computation in Sec. 4, in practice, we observed only a negligible performance cost by replacing with our motion vectors, which is always less than $0.23$ ms. Besides, we have also noticed that our implementation of denoising shadows and glossy reflections is already much faster than SVGF, since we use much simpler spatial filters and fewer levels or passes (Sec. 5). Finally, when denoising indirect illumination, it is worth mentioning the additional cost when we introduce the cones for storing and filtering the incident radiance. For this, compared with reusing colors, we found that the typical cost of denoising each frame increased around $1.5$ milliseconds.

Note that our total computation cost for denoising all effects is higher than SVGF. This is the drawback and inevitable expense of separably filtering. However, the industry has been claiming and in practice demonstrating that separably filtering each effect is overall better and preferred [Liu18].

**Glossy reflections on the curved surfaces.** Fig. 14 shows our result on highly curved surfaces. Compared with results on planar surfaces, it is less plausible. This is because we did not specially design our stochastic motion vector for finding the mirror-reflected image on curved surfaces. However, there is a practically good way of doing this using the thin lens approximation [HSAS19b]. Again, this orthogonal method will only change the way we find the virtual image. Our stochastic motion vector part remains unchanged with or without it.

**Ghosting due to the sudden change of local irradiance.** By temporally reusing the incident radiance, we address the ghosting issue shown in Fig. 6. However, sometimes our method will still introduce faintly visible ghosting due to the intensely varied irradiance in the local area. As shown in Fig. 15 (a), the foreground box move from left to right, continuously bringing high irradiance to low brightness regions, and leaving the artifact along the way. Besides, this ghosting will be more noticeable without our clean-up filters. On the other hand, without the $10 \times$ brightness scale of indirect illumination, this ghosting is acceptable in most scenarios.

**Overblur of shadows.** As shown in Fig. 15 (b), the shadow of the vase is overly blurred. This is because our method will also produce overblur of shadows, especially for thin and small shadows. Although our shadow motion is tailored for temporally filtering shadows, it can not address the ubiquitous overblur of existing shadow filtering methods. Meanwhile, any orthogonal state-of-the-art filter may help us improve the final quality of shadows in the future.

**The out of image plane issue.** Currently, we do not explicitly handle the cases where the motion vectors point to regions outside the image plane. However, as shown in Fig. 15 (c), this is a commonly encountered scenario, especially when the camera is moving and new areas come inside the current image plane. Similar image space issues may also arise when the shadows or reflections move behind foreground objects. In these cases, it might be possible to extend our dual vectors approach to find existing regions to replace
Figure 11: The sun temple scene with a rapidly moving camera. Our stochastic glossy reflection motion vector is able to produce accurate reflections, while the traditional motion vectors result in significant ghosting artifacts. The clamping and A-SVGF (temporal gradient) reduce the lagging, but introduce discontinuous artifacts and noise respectively. Using specular reflection motion vectors greatly relieves the ghosting, but produces unrealistic boundaries on the reflected objects.

Figure 12: Another view of the PICA scene with objects moving from left to right. For these regions appearing from previous occlusions, our occlusion motion vectors are able to find their corresponding locations in the previous frame, thus avoiding noise and repetitive patterns due to invalid motion vectors, preserving details and suppressing overblur, color blocks, and temporal instability compared to SVGF/A-SVGF.

Figure 13: Runtime breakdown of our methods. See Sec. 7 for details.

Figure 14: The contemporary restaurant scene with highly curved objects and a rapidly moving camera. See Sec. 7 for details.

the regions outside, but for now we simply rely on a larger spatial filter for these regions.

Failure due to drastic temporal change. There are cases when the temporal change is too drastic so there is barely any temporal information that can be used. One typical case is the sudden switch of scenes, where all temporal information is invalid. Also, in extreme cases, for example, thousands of leaves are covering the entire image plane but suddenly some background leaks out, any motion vector will not be able to find regions similar to the background. However, our method still would not behave worse than traditional motion vectors in these extreme cases.

Failure due to mixed information. Currently, we only record one motion vector per pixel. However, in certain cases, it is possible that one pixel can be associated with multiple motion vectors. For example, as shown in Fig. 15 (d), when multiple occluders cast shadows onto the same region, or when the BRDF of a shading point contains multiple glossy lobes, recording only one motion vector per pixel is not enough. Another example is in Fig. 10. It shows another view of the fence scene with multiple light sources.
Compared with the ground truth, we found that our result tends to be blurred and less plausible.

8. Conclusion and Future Work

We have proposed multiple types of motion vectors for better utilization of temporal information in real-time ray tracing. With our motion vectors, we are able to track the movement of shadows and glossy reflections, and find similar regions to blend with previously occluded regions. We show that our motion vectors are temporally more reliable than traditional motion vectors, and show cleaner results compared to the state of the art methods with negligible performance overhead. We also demonstrate that our method works in both experimental and commercial real-time ray tracing frameworks, and is production ready.

In the future, we would like to design temporally reliable motion vector for distribution effects, such as motion blur and depth of field effects. It would also be interesting to keep multiple previous frames to study non-exponential temporal falloffs. Exploiting machine learning approaches to better summarize temporal correlations from examples could also be a promising direction.
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