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Abstract

In the study of complex physical systems, scientists use simulations to study the effects of different models and parameters. Seek-
ing to understand the influence and relationships among multiple dimensions, they typically run many simulations and vary the
initial conditions in what are known as ‘ensembles’. Ensembles are then a number of runs that are each multi-dimensional and
multi-variate. In order to understand the connections between simulation parameters and patterns in the output data, we have
been developing an approach to the visual analysis of scientific data that merges human expertise and intuition with machine
learning and statistics. Our approach is manifested in a new visualization tool, GLEE (Graphically-Linked Ensemble Explorer),
that allows scientists to explore, search, filter and make sense of their ensembles. GLEE uses visualization and semantic inter-
action (SI) techniques to enable scientists to find similarities and differences between runs, find correlation(s) between different
parameters and explore relations and correlations across and between different runs and parameters. Our approach supports
scientists in selecting interesting subsets of runs in order to investigate and summarize the factors and statistics that show vari-
ations and consistencies across different runs. In this paper, we evaluate our tool with experts to understand its strengths and

weaknesses for optimization and inverse problems.
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1. Introduction

Recent advancements in data acquisition, storage and comput-
ing power have led to the feasibility of running complex simu-
lations in an acceptable amount of time. Scientists from multi-
ple disciplines, such as meteorology, computational fluid dynamics
[HMZ*14, PWB*09a, HOGJ13, HLNW11] usually run their sim-
ulations multiple times using different initial conditions, input pa-
rameters or simulation models to understand the uncertainty in the
data. A set of simulation runs is known as an ensemble. An en-
semble supports scientists in gaining deeper insights about the sim-
ulated phenomena, exploring unknowns in initial conditions and
understanding their influence on the simulation output, evaluating
extreme cases and investigating parameter sensitivity. As a result,
scientists are capable of assessing the confidence in their findings
and refining their hypothesis before physical experiments.

Simulation ensemble analysis is a challenging task due to its high-
dimensionality, complexity and size. Ensemble visualization plays
a major role in guiding scientists towards a better and more intu-
itive understanding of the data. Current research in interactive en-
semble visualization has produced new modes for scientists to vi-
sualize their data by exploring either parameter space or ensemble
space [MWK14, WMK13, SEG*15, PMW 13, FML16]. This makes
the visual analysis of ensembles a long-standing problem that needs
careful study. Therefore, the focus of this paper is the visual analy-
sis, exploration and comparison of simulation ensembles.

Simulation ensembles provide scientists with ample data to ex-
plore processes of interest where they can ask questions including
but not limited to: which attribute(s) influence(s) the ensemble the
most/least? How do input parameters influence the ensemble re-
sults? What are the optimal parameter settings for a given scenario?
Which simulation runs within the ensemble are similar and/or how
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are they similar? Which ensemble runs follow a particular pattern or
distribution? Answering these questions is critical to any modelling
study; however, answering some of these questions is difficult with-
out the proper tools to analyse high-dimensional datasets.

The initial motivation of the paper was developing a visual anal-
ysis tool to assist scientists, regardless of their domain expertise, to
explore their simulation ensemble. However, we found that current
tools focus on either exploring the parameter space or the ensemble
space. In this paper, we attempt to close the gap between parameter
space and ensemble space: we developed a visualization tool, GLEE
(Graphically-Linked Ensemble Explorer), that helps scientists ex-
plore the ensemble without in-depth knowledge of the underlying
machine learning algorithms. GLEE aims to answer questions that
address the following ensemble visualization problems: (1) explor-
ing the parameter space by combining input parameters and simula-
tion output(s) into the same space; (2) exploring the ensemble space
by interpreting and understanding the similarities between ensem-
ble members; (3) finding patterns, distributions and optimal settings
between various attributes (i.e. inputs and outputs).

GLEE represents our interactive visual approach for exploring
high-dimensional ensembles when prior knowledge about features
and associations is unknown and/or unavailable. It is based on com-
bining parameter space, ensemble space and summary statistics into
coordinated views. Relying on a single space for analysis can of-
fer an incomplete picture of the ensemble precluding the efficiency
of the exploration process. GLEE not only empowers scientists to
identify the similarities between ensemble members but also where
and why similarities exist. Moreover, GLEE allows scientists to
study sub-regions of interest, helping them understand global and
local correlations between parameters and result variables. GLEE’s
statistical view assists scientists in quantifying and verifying their
hypotheses and validating their findings through various statistical
summaries and descriptions.

In this paper, we describe GLEE, a new visualization tool that
uses semantic interaction (SI), dimensionality reduction, statistical
visualizations and brushing and linking techniques to visually ex-
plore simulation ensembles. GLEE demonstrates the power of the
SI approach by enabling the visual analysis of the high-dimensional
parametric relationships both within an ensemble as well as the sim-
ilarity and dissimilarity among individual members in a unified vi-
sualization layout. This makes our tool more generalizable than pre-
vious tools and significantly advances SI for simulation ensembles:
the task of analysing the nuanced relations between simulation pa-
rameters and output ensemble runs simultaneously. The contribu-
tions of this paper are as follows:

e A visual analysis approach that combines SI and multi-
dimensional projection techniques to support sensemaking: a
platform where machine and user learn from each other in order to
understand and analyse a high-dimensional ensemble’s patterns,
associations, similarities and uncertainties, considering both the
input parameters as well as the simulation outputs.

¢ Coupling SI with parallel coordinates and statistical summaries to
support analysis into the characteristics of high-dimensional pa-
rameter spaces, finding optimal parameter settings and for deter-
mining the sensitivity and impact of different parameters in sim-
ulation ensemble results.

* We demonstrate how our analysis approach enables scientists to
explore simulation ensembles, find interesting and relevant pat-
terns with little to no prior knowledge about the underlying simu-
lation model; we use real-world simulation ensembles and gather
domain expert feedback.

2. Related Work

In this section, we provide a brief survey of ensemble visualization,
multi-dimensional data visualization, and visual analysis techniques
to highlight the lack of connection between parameter space and
ensemble space analysis.

2.1. Ensemble visualization and analysis

Various techniques have been developed to visualize the rela-
tionships between and within ensemble members mostly focusing
on parameter space or ensemble space [BHJ*14, BOL12, OJ14,
WHLS18]. Parameter space visualizations have studied the corre-
lation between parameters using different methodologies includ-
ing but not limited to, summary statistics [PKRJ10, BPFG11,
PWB*09a, MWK14, WMK13, SEG*15], spaghetti plots [DNCP10,
Det05], glyphs [HLNW11, PMW13, SZD*10] and probabilistic
features [PPH12, PW12]. However, some techniques fall short in
showing the intrinsic structures in the ensemble while others are not
designed to handle high-dimensional data sets. On the other hand,
ensemble space has been visualized either as an aggregation of mul-
tiple members omitting potential details of the original ensemble
[PWB*09b, CB12] or as a comparative representation of a limited
number of ensemble members [HHH15, FML16].

Summary-based ensemble visualizations use a variety of tech-
niques to show the statistical distribution and properties of the en-
semble members, ranging from simplistic ways (e.g. colour maps,
contours, animation or glyphs [PMW13, PWB*09b, CBDT11]) to
more complex and informative ways (i.e. spaghetti plots, contour
box plots or curve box plot [WMK13, MWK14, SZD*10] ). These
techniques usually statistically aggregate the ensemble members be-
fore visualization, visually composite them after visualization or
combine both techniques [WHLS18]. Although these techniques
show different representations of statistical distributions, they are
not designed to handle high-dimensional ensembles with large num-
ber runs and different types of parameters. So, they cannot work well
with dense 2D/3D data and cannot efficiently differentiate some dis-
tributions.

To overcome these limitations, traditional boxplots [KDPO1,
PKRJ10] were extended to show the depth and the centrality of en-
semble members using contours [WMK13] and curves [MWK14].
Another set of ensemble visualization techniques was developed
to show variation in the ensemble. Bensema et al. [BGOJ16] used
modality ensemble members to define the high-variance locations
while Chen et al. [CZC*15] differentiated the distributions of sim-
ilar mean ensemble members using uncertainty-aware projection
scheme. On the other hand, Demir ez al. [DJW16] analysed the cen-
tral tendency of 2D and 3D ensembles using mixture models. Sim-
ilarly, Ferstl ef al. [FBW16] statistically modelled the distribution
of streamlines by deriving clusters. The currently proposed visu-
alization tools have helped scientists to understand the statistical
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distributions of simulation output data. However, they have fallen
short in considering the input parameters during the analysis pro-
cess. Additionally, they have supported basic interaction techniques
(i.e. zooming, selection,..etc.) that have not conveyed much infor-
mation about underlying similarities and associations between en-
semble members, thus hindering a comprehensive analysis of the
simulation features in the ensemble.

Various approaches have been developed to visualize high-
dimensional data ranging from scatter plot matrix [CLNL87],
star coordinates [Kan0O] to more complex and informative ways
such as dimensionality reduction techniques [Pea0l, KW78] or
interactive widgets (i.e, parallel coordinates) [DCK12, ID87].
Existing high-dimensional ensemble visualization includes En-
sembleLens [XXM*18], Ensemble-Vis [PWB*(09a], Drag and
Track [OKB*18] and Noodles [SZD*10], which mainly focuses on
parameter sensitivity analysis. EnsembleLens utilizes ensemble vi-
sualizations to facilitate anomaly detection for multi-dimensional
data. Drag and Track projected high-dimensional input parameters
and simulation outputs in 2D space, and allowed direct manipu-
late data points within a continuous parameter space and observe
the change in the output space and vice versa. Noodles used glyph-
based techniques to quantify uncertainty in a high-dimensional en-
semble. Our approach is focused on exploring high-dimensional pa-
rameter and ensemble spaces simultaneously.

Ensemble visual analysis tools focus on characterizing the un-
certainty encoded in data to infer new information. Several param-
eter space analysis tools have been developed, such as density-
based clustering of animation sequences [BM10] and Cupid system
for geometry generators [BHGK14]. In spite of incorporating in-
put parameters and output in the analysis, these tools are designed
to analyse a single ensemble member at a time and do not fit all
scientific data. On the other hand, ensemble space visual analytic
tools have been developed with different levels of complexity. The
least complex tool shows a side-by-side comparison of 3D surfaces
[AWH*12]. Increasing in complexity, we see the use of pairwise se-
quential animation and screen door tinting to show the differences
between ensemble members using value changes to field points
[PPA*12], the comparison of 2D function ensembles on three levels
of details (i.e. surface plot, domain-oriented and member-oriented)
[PPBT12], the comparison of 3D scalar field ensembles using mean
isosurface [DKW16] and grouping ensemble members using hier-
archical clustering [HHBY 16]. Although these tools offer different
ways to visualize and compare different data types, they are limited
in the number of ensemble members that they visualize.

Ensemble and parameter space analysis are often combined into
a coordinated multi-view visualization. Various multi-view visu-
alization tools that have been developed include, but are not lim-
ited to families of data surfaces representing pairs of independent
data dimensions [MGKHO09, MGJ*10], interactive interaction plots
[SEG*15], multi-chart visualization of a 3D volumetric ensemble
[DDW14], series of parallel coordinates plots (PCPs) [LS16] and
nested PCP [WLSL17]. Similar to our proposed approach, Hollt
et al. [HMZ*14, HHIMRHH16], Aboulhassan et al. [AWH*12],
Cibulski et al. [CKS*17] and Luciani et al. [LBS*18] proposed
multi-linked views that integrate ensemble visualization with sta-
tistical plots to facilitate the understanding of ensemble characteris-
tics. However, all these techniques did not consider the effect of both

inputs parameters and simulation outputs on the simulation ensem-
ble. In our work, we tried to address the limitation of the previous
research and incorporate human in the loop through SIs to power
the visual analysis process.

2.2. Sensemaking and SI

This paper is inspired by interactive visual analytic tools that sup-
port sensemaking in enabling users to explore possible connections,
investigate hypotheses and eventually create new knowledge about
their data. Sensemaking is an exploration process that helps users
find meaning in their data, and this involves establishing implicit
connections between the user’s intuition and information based on
domain expertise. The sensemaking process can be broken down
into two parts: foraging and synthesis [PCO5]. Foraging refers to
gathering and filtering relevant or interesting information, while
synthesis uses forged information to construct and test hypotheses
using human intuition. This makes the forging process lend itself
more to computational support, while the synthesis process uses
human intuition to establish relationships between information. To
gain better insights into the data, sensemaking is usually integrated
with SI.

SI is an approach to user interaction designed for visual explo-
ration and the analysis of data [EHM*11, EFN12, EBN13]. It oc-
cupies a new design space for interaction that couples computa-
tional models and human reasoning. Using SI, users’ direct manip-
ulation of visual objects within the workspace incrementally builds
the computational model, which describes the weighting of differ-
ent (high-dimensional) attributes. This mapping of interaction to
model implicitly captures scientists’ insights and expertise, steer-
ing the underlying semi-supervised machine learning algorithms to
provide scientists with feedback on what the computational models
have learned. ST uses human interactions as a data source: incremen-
tally formalizing their sensemaking intentions, and domain exper-
tise. From these data, visual analytics systems use SI to capture and
understand scientists’ actions and make inferences guiding the com-
putational models to react and even take initiative. SI merges the for-
aging abilities of statistical models with the synthesizing process to
keep the sensemaking loop tight. This coupling helps to strengthen
the cognitive connection formed between the user and the visualiza-
tion layout [HBM*13, EFN12, EBN13].

Prior research has shown some tools for spatializations that
externalize knowledge to steer the sensemaking process [AEN10].
However, this externalization requires the use of control panels
outside the spatial metaphor [TGO7]. Moreover, these tools do not
scale well with high-dimensional data. To resolve this problem,
Dust & Magnet [SYMSJ05] uses parametric interaction to adjust
the model’s parameters within the same spatial metaphor. Although
this provides an intuitive way to control parameter(s) within the
spatialization, they used attributes of the data (i.e. ‘magnets’ repre-
senting keywords), not data itself. On the other hand, tools such as
ForceSPIRE [EFN12], Dis-function [BLBC12], Andromeda [SH]
and StarSPIRE [BNH14] focus on using human cognition to steer
the underlying computations by directly manipulating the spatial-
izations, giving users the chance to interact with data points and
translate this feedback through a dimension-reduction algorithm to
a new view reflecting the user’s interaction. This helps provide an
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intuitive space for strengthening insight creation and data under-
standing. High-dimensional data, in particular, is hard for users to
understand because humans are limited in the number of dimen-
sions that they can think of simultaneously. Therefore, a number
of dimension-reduction techniques have been developed and incor-
porated into interactive visual analysis to make the data more man-
ageable [SH, CD18, SKBE17, FGS19]. The interaction techniques
used in this paper are built on those used by Andromeda [SH].

3. Approach

Ensemble visualizations are intended to capture the variation in the
simulation model with respect to different input parameters, initial
settings and outcomes. However, visual analysis of ensembles is still
needed in order to analyse and explore the similarities and relation-
ships among the ensemble members and their various parameters.
Visual analysis tools should be designed to support users in gain-
ing insights into their data by understanding the cognitive processes
of scientists as they reason about data [Nor06]. Such understanding
implies considering the ‘human-in-the-loop’ not only during the de-
sign of the visualization but also during the analysis process. This
requires capturing human expertise and intuition through the inter-
active analysis processes. Most of the prior research uses brushing
and linking techniques as a way to interact with multiple coordi-
nated view visualizations. We believe this is not sufficient: scien-
tists” expertise and intuition should be part of the computational
and analysis processes. Therefore, our novel contribution is using
SI techniques for the exploratory analysis of ensembles.

3.1. SIin GLEE

SI represents an opportunity to engage scientists with machine
learning, metric learning and computational models that can learn
about their data without needing to translate their cognitive arte-
facts into computational actions. For example, after projecting high-
dimensional ensemble runs into a two-dimensional space, scien-
tists” expertise may suggest a strong similarity between two or more
runs that were not initially clustered together. So, scientists visually
group those runs in the workspace. In response to their direct ma-
nipulation, the system builds a model of similarity that describes
this relationship. The similarity model can then be applied to the
workspace layout, leading to a new visualization that reflects what
the machine learned through that interaction. Therefore, SI can sup-
port scientists in incrementally developing a computational model
of the domain that embodies their domain expertise.

Scientists can use SI to test and explore hypotheses without hav-
ing to think about manipulating underlying statistical and compu-
tational models, which allows them to focus on the analytic pro-
cess. Typically, scientists interact with visual analysis tools using
external controls such as menu(s) or text field(s) to control underly-
ing model parameters. However, in high-dimensional datasets, the
number of controls can quickly exceed human ability. In addition, in
exploratory visualization, the user may not have a priori syntactic
formulation of the problem; for example, during the early stages of
analysis, the scientist may not have gained a comprehensive under-
standing of the ensemble space and so their insights are still infor-
mal. SI can help scientists who do not yet have the basis for express-
ing their inputs as specific model parameters and parameter combi-
nations.

3.2. Method overview

Our method starts with an ensemble E = {s;, ..., sy} of N mem-
bers. Each member is visualized using an image representing the
output(s) of the simulation run. Initially, we spatialize the high-
dimensional ensemble members in 2D space using the input pa-
rameters, simulation output(s) and weights associated with them
via a low-dimensional projection technique, such as PCA [Pea0l],
MDS [KW78], etc. In the ST workspace spatialization, close proxim-
ity reflects relative similarity; specifically, two ensemble members
close to each other in the spatialization have more similar attributes
than far apart ones. Thus, ensemble members closely positioned
in the SI workspace (low-dimensional layout) indicate similar at-
tributes between these ensemble members in the high-dimensional
space. Initially, all weights are set to be equal, but with user inter-
actions, these weights change to reflect the importance of the corre-
sponding attributes, so attributes with large weights are considered
more heavily in the spatialization than those with low weights. Thus,
auser can deepen his or her interpretation of a complex system con-
sidering the weighted attributes of the projections that preserve the
relative distances among members. SI and GLEE thus support sci-
entists in understanding the influence of attributes on the ensemble,
the parameter view displays the weights corresponding to attributes
on an attribute slider. This gives scientists the freedom to explore
and directly modify the importance of different attributes.

Our tool supports two interactions for interacting with ensemble
members and their attributes: observation level interaction (OLI)
and parametric level interaction (PLI). OLI is a user interaction
technique based on the principles of SI. It is an interaction occur-
ring within the spatialization enabling scientists to directly manipu-
late ensemble members. Using OLI, scientists can move and cluster
ensemble members within the spatialization to express knowledge
about the data that could disagree with the generated visualization
or test hypotheses. The new position of the clustered members only
denotes their similarity/dissimilarity, so the specific location within
the spatialization is less important. OLI transforms user interactions
within a spatialized layout (i.e. visual feedback) into knowledge that
is fed as input into underlying statistical and machine learning algo-
rithms, leading to updates in the model’s attributes.

Scientists interact with the input parameters and simulation out-
puts using PLI by manipulating the slider. PLI allows the scientists
to directly adjust or manipulate the dimension weight(s) of the un-
derlying mathematical model based on the weight values on the
slider. Adjusting the importance of either inputs or outputs gives
scientists the chance to provide parametric feedback to a model re-
garding which dimension they believe is important, which in turn
updates the weight vector and results in new projections of the data.
Additionally, PLI enables them to study the correlation(s) between
input parameters and simulation outputs and their influence on the
ensemble members. In both OLI and PLI interactions, the weights
and the spatial coordinates of the ensembles are manipulated to re-
flect a user’s interaction. Moreover, GLEE presents several statis-
tical displays to help scientists understand the correlation between
different attributes in multiple dimensions (1D, 2D and high-D). It
also helps to identify areas of interest, asking quantitative questions
about the ensemble behaviour, and exploring the distribution asso-
ciated with the data between the different linked views.
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4. System Design

We worked closely with scientists from various domains during
GLEE’s design. Geoscience and physics graduate students helped us
in defining and achieving GLEE’s design goals. Involving scientists
from a diverse group preclude building ad hoc tailored solutions that
work with specific application domains. Initially, we started by un-
derstanding scientists’ analysis workflow through observations and
unstructured interviews. We noticed that most of the scientists fol-
low a manual analysis process that uses the visualizations of the
simulation results and some statistical displays for input parameters
or/and simulation outputs. This process relies heavily on trial and
error, which is time-consuming and can easily lead to mistakes. Our
preliminary visual design relied only on using SI as a way to help
scientists analyse and understand the hidden patterns and similari-
ties between ensemble members.

Iterating over the design during meetings, semi-formal inter-
views, focus groups and discussions with scientists, we found that
SI alone would not be sufficient. Scientists need both the ensemble
members and statistical measures in the same visualization to de-
crease the cognitive load taken by scientists when using different
tools or scripts to analyse their data. Moreover, we found out that
scientists are interested in analysing both parameter and ensemble
domains simultaneously. Therefore, we altered our design to include
a statistical view with multiple displays and a parameter view dis-
playing the different simulation parameters to explore the effect of
simulation parameters on the ensemble.

We observed that ensemble outputs are either 2D or 3D objects.
So, instead of displaying the ensemble members as points within the
spatial space, we used the output image of the simulation run. The
images can help scientists interpret the similarities between ensem-
ble members visually, and which may lead to better data analysis in
terms of time and efficiency. Moreover, we added a viewpoint con-
trol slider for the Cinema thumbnails [OAJ*16] to allow scientists to
view the 3D objects from different camera perspectives for a better
understanding of their data and for emulating real-time rendering of
and interaction with 3D objects.

¢ Goal 1: Understanding the similarities and differences among
and between different ensemble members: Finding the distri-
bution and similarities between similar groups of ensemble mem-
bers, finding differences between dissimilar groups of ensemble
members and exploring regions of variability within and across
ensemble runs. Determining these similarities and differences
will help scientists have a better understanding of the ensemble
space.

* Goal 2: Understanding and determining the sensitivity and
influence of parameters on different ensemble members: Does
changing the parameter values influence the ensemble members?
Does one or more parameter affect different ensemble members?
Answering these questions will help scientists in predicting how
changes in one or more of the parameter values influence the sim-
ulation output.

* Goal 3: Understanding the correlations between parameters
in single and multiple runs: What is the correlation between two
or more specific input parameters? How does the correlation be-
tween these input parameters change across the ensemble runs?
Are there any global or local correlations between these input pa-

Ensemble input
parameters and
simulation output(s

Similarity Model ~

Perceive

Visualization User
Interact

o~
<~ (Similarity Model) '

Figure 1: GLEE’s visualization pipeline has three main compo-
nents: data source, similarity models and multi-view visualization.
Data source used simulation’s input parameters and outputs as well
as corresponding weights as an input source to the similarity model.
Similarity models pair forward and inverse computation through the
translation of semantic and parametric interactions into manipula-
tions of model parameters that are transformed into new visualiza-
tion. The multi-view visualization allows scientists to interact with
ensemble members and their attributes for exploring the ensemble.

rameters across ensemble runs? Given a set of input parameter(s)
and ensemble outputs, how do certain parameters correlate to en-
semble output(s)? Answering these questions will help scientists
gain a better understanding of the parameter space.

5. System

Our work is focused on visual exploration and analysis of high-
dimensional simulation ensemble(s). Our system addresses the
needs of domain experts, and the visualization components used are
targeted towards GLEE’s design goals. In this section, we discuss in
detail the main components of our visualization pipeline (Figure 1).

5.1. Ensemble simulation attributes

GLEE’s pipeline uses simulations’ input parameters and outputs or
derived output(s) as the data basis for representation in GLEE. We
argue that considering both inputs and outputs in representing the
ensemble visualization gives a more comprehensive representation
of the domain and thus provides scientists with a more accurate
picture of the data during the exploration process. Initially, scien-
tists upload ensemble attributes and the corresponding images for
each ensemble member. During the pipeline initialization, to avoid
any distortions in the projection caused by raw attribute values, at-
tribute values are z-score normalized before visualization. Addition-
ally, a weight vector corresponding to all attributes is created. Each
attribute is assigned an initial weight of 1/k, where £ is the num-
ber of attributes. All the weights inside the weight vector (/) are
constrained to two conditions: sum to one and be within 0 and 1.
The weight vector (/), along with normalized values of attribute(s),
are then passed down the pipeline to the similarity model for
processing.

5.2. Similarity model

Below, we discuss in detail the two components of the similarity
model: forward model and backward model. The forward algorithm
defines how data are processed for projection in the visualization
layout using ensemble attributes and their weights. Conversely, the
backward algorithm responds to user interactions by updating the
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Figure 2: The main interface of our visual exploration tool for ensemble simulation analysis: (a) ensemble view, each image represents an
ensemble member laid out spatially using WMDS; (b) parameter view, shows weight slider for ensemble inputs and outputs; (c) statistical
view, displays statistical properties and distributions of ensemble using different graphs (i.e. boxplot, scatter plot and parallel coordinates).

attributes” weights and manipulating the ensembles spatially. An it-
eration in the pipeline typically begins by running the inverse algo-
rithms from the inverse similarity model through to the ensemble
data. After that, the forward model is executed, and the results are
projected onto the visualization layout.

5.2.1. Forward similarity model

The forward similarity model projects high-dimensional data using
the normalized values of ensemble input parameters and simulation
output(s) and the corresponding weights. The forward model be-
gins by calculating the weighted pairwise distance between all pairs
of ensemble members. Many distance functions could be used for
projection, such as Euclidean distance, Manhattan distance. How-
ever, the choice of the distance functions is determined based on
the supported task and data type while taking the compatible of the
projection technique into consideration. These pairwise distances
are then fed to the projection technique, which determines the lo-
cation of each ensemble member in the low-dimensional space by
optimizing the following equation:

n n

r=min » Y (dist.(r;, r)) = disty(w, di, d))l), (1)

e S

where |- | indicates the absolute value, dist; is the weighted
Euclidean distance between low-dimensional points, and disty
is weighted high-dimensional distance function (in GLEE, we
use weighted Euclidean distance) to calculate similarities be-
tween ensemble members normalized values. r represents the low-
dimensional position of each ensemble member, 7; represents the
i-th low dimensional value of each ensemble member and d; repre-
sents the i-th high-dimensional value that represents the i-th ensem-
ble member.

5.2.2. Backward similarity model

The backward similarity model is triggered when the scientist per-
forms an OLI or a PLI or interacts with the statistical view. When
performing an OLI, the new low-dimension positions of the moved
ensemble members only are fed into an optimization algorithm that
tries to find a new set of weights that describes the scientist interac-
tion. The optimization algorithm starts an initial set weight for all
attributes and iterates until it finds the set of weights that reflect the
new positioning of the moved ensemble members. The following
equation represents the optimization algorithm where w represents
the newly calculated set of weights corresponding to the attributes,
while r;* represents the i-th low-dimensional value for the moved
ensemble member i-th:

n n
. . * * .

w= min ; ; (Idisto(ri*, 1) — disty(w, di, d))]).  (2)
Alternatively, when the weight of a certain attribute is changed via a
PLI, other weights are updated so that they sum to one. The updated
weight vector from OLI or PLI is then fed to the forward similarity
model for projecting the ensemble members. Similarly, when the
scientist selects interesting regions or patterns in statistical views,
corresponding runs are extracted and re-projected.

5.3. Visual encoding methods and interactions

In the previous sections, we described the main components of the
pipeline but not the communication between the multiple coordi-
nated views. GLEE consists of three linked views: ensemble view,
parameter view and statistical view (Figure 2). In the following, we
detail the three main data views and present interactions and link-
ing capabilities.
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(b)

Figure 3: Examples of simulation output images displayed in en-
semble view: (a) the population of prey and predator on 2D lattice
using the Lotka Volterra model, (b) mortality rates of different pop-
ulations and (c) isosurface of saturated aqueous fluid for injecting
CO; in a rock coloured by temperature.

5.3.1. Ensemble view

The ensemble view displays the low-dimensional projection of
ensemble members. We used weighted multi-dimensional scaling
(WMDS) [SSRY81] for the projection as it is easy to interpret
weighted dimensions, making it accessible for scientists from vari-
ous disciplines. Additionally, SI can loosely overcome WMDS lin-
earity assumption. Each ensemble member has its own 2D image
(Figure 2(a)) that can be 2D or 3D depending on the type of data
(Figure 3). The image could be directly produced from the simu-
lation run (Figure 3(a)) or processed using visualization tool (i.e.
Paraview or VisIT) (Figures 3(b) and (c)). Scientists interact with
ensemble members within the ensemble view by directly manipu-
lating ensemble members through OLI, changing camera position
to view the ensemble from different camera angles, zooming, lasso
selection and multi-selection.

OLI has two modes of interaction: exploratory and expressive.
During exploratory interaction, scientists can drag an ensemble
member towards a cluster of ensemble members and update the lay-
out. If the ensemble member is similar to the cluster members, it
will be attracted to the cluster in the re-projected layout; otherwise,
it will be repelled. This helps scientists in gaining insight into the
structure of the ensemble by learning about a single run and how it
relates to clusters of runs in the ensemble. On the other hand, expres-
sive interaction allows scientists to express their knowledge or test
an assumption or hypothesis. For example, scientists may disagree
with the layout of runs within the spatialization based on their do-
main knowledge or can visually observe some interesting patterns
from runs’ images. Hence, they wish to determine what is similar
between these runs. So, they drag these runs together forming a clus-
ter and update the layout. The underlying computational models try
to find the set of attribute weights that correspond to this similarity
and update the spatial layout accordingly. Therefore, OLI supports
the scientist in gaining more insight about the correlations and struc-
ture in the ensemble, testing a hypothesis or generally exploring the
ensemble space achieving the first design goal.

Scientists usually observe interesting features in the images of
some ensemble members and want to explore them more. GLEE of-
fers multiple selection mechanisms in the ensemble view: lasso and
multiple selections. Selecting multiple runs using multiple selection
then clicking ‘subset’ button or lasso will automatically re-project
the selected runs inside the ensemble view. The advantage of having
selection mechanisms is not only inspecting and analysing regions
of interests in a subset of the ensemble, but also determining local

Figure 4: Different camera positions for an ensemble member us-
ing different camera parameters: (a) phi = 0 and theta = 1, (b) phi=
1 and Theta = 0, (c) phi = I and theta = 2, (d) phi = 5 and theta
= 5; this 3D rotation is driven by the Cinema slider in the ensemble
view.

or global uncertainties in the data. This helps in eliminating misin-
terpretations and false assumptions about the ensemble correlations
and relationships to parameters/attributes. Additionally, zooming is
supported inside the ensemble view to assist scientists in getting
finer details about each ensemble member in its thumbnail. More-
over, scientists could be interested in exploring different time steps.
So, GLEE supports a time-series slider in order to help scientists
navigate through the different time steps. The time-series slider is
activated by checking the ‘Time Series’ checkbox. Each time step
in the slider is treated separately from other steps. Manipulating the
time slider will reset the pipeline with a new cinema database for
this step, a new set of weights, simulation input parameters and the
simulation output for this step.

5.3.2. Cinema user interface

To emulate real-time rendering and interaction with 3D ensemble
members, we use image-based rendering from Paraview’s Cinema
exporter [OAJ*16, WAP*17]. Cinema is a framework for generat-
ing images from a structured sampling of camera positions of the
visualization objects. Cinema facilitates capturing and exploration
of important features in the simulation by taking many pictures from
various camera positions around the dataset. GLEE’s Cinema Slider
enables scientists to view thumbnail images representing the ensem-
ble runs from different camera positions. The camera positions of
the runs form a database of pre-rendered images following the Cin-
ema concept. This offers scientists different options for viewing an-
gles on the simulation output (Figure 2 centre right).

To explore the image database, GLEE has a Cinema Slider, that
has two sliders, each representing a camera parameter (i.e. phi and
theta) to view different angles of the simulation output. Manipulat-
ing the slider(s) will change the camera angle resulting in new im-
ages for all the ensemble members in the ensemble view. This allows
scientists to browse 3D data in real-time, facilitating the exploration
of features and properties in the simulation ensemble. Moreover, it
enables scientists to compare and contrast different ensemble mem-
bers and to discover the view of interest within the ensemble that
they want to explore and analyse (Figure 4).

5.3.3. Parameter view

Exploring the influence of parameters’ space on the simulation en-
semble has equal importance to the visual comparison and analy-
sis of ensemble members. Therefore, GLEE has a parameter view

© 2020 The Authors Computer Graphics Forum © 2020 Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd



332 M. Dahshan et al. / Making Sense of Scientific Simulation Ensembles with Semantic Interaction

(Figure 2(b)) that represents the ensemble’s high-dimensional input
parameters and simulation outputs. The parameter view visualizes
ensemble attributes using a horizontal slider where the value on the
slider is not the raw data for this dimension but rather its weight.
The weight represents the importance of this dimension. We believe
that using weights instead of the actual numerical value is more rep-
resentative because how the weights relate to one another is more
meaningful. For example, if a scientist increases the weight of one
dimension over the others, this implies that she orhe believes that
this dimension is more important than others. Since we constrain
all weights to sum to 1, this entails that increasing the weight of
one more dimension requires the decrease of all other weights and
vice versa.

Scientists interact with ensemble attributes using PLI. PLI al-
lows scientists to directly manipulate the dimension weight(s) of
the underlying mathematical model based on the weight values on
the slider. This gives scientists the chance to provide parametric
feedback to model about which dimension s/he believes is impor-
tant, which in turn update the weight vector (/) resulting in new
projections. This suggests that the similarities and differences of
the data points on the manipulated dimension are amplified when
that dimension weight is increased or lessened when that dimension
weight is decreased.

The parameter view is linked with the ensemble view and vice
versa. The result of PLI interaction is an updated weight vector that
leads to a change of weights on the attribute slider and a new pro-
jection in the ensemble view. Scientists can use PLI to explore the
sensitivity of attributes on ensemble, find the correlation between
different inputs and outputs and find dimension(s) affecting the en-
semble members clusters in the ensemble view. This helps in achiev-
ing the second and third design goal. Similarly, OLI interaction re-
sults in a new projection in the ensemble view based on the similari-
ties/differences between ensemble members. It also results in a new
weight vector that updates the slider in parameter view. OLI helps
in identifying the most common and influential attributes between
different clusters of ensembles.

5.3.4. Statistical view

One of the most challenging tasks when analysing high-dimensional
data is identifying the regions of variability across all ensemble
members and determining the associations between interrelated
variables. Parameter and ensemble views enable scientists to find
the most influential parameters, associations between parameters
and similarities between ensemble members. However, a statistical
view is still needed to allow scientists to determine the regions of
variability in their data. Scientists usually have some understanding
of the relationships between parameters, but unexpected discoveries
are hard to find using parameter and ensemble views only.

Statistical displays can provide scientists with ways to catch mis-
takes, validate and refine the assumptions concluded from the other
views, find new patterns and correlations not discovered by other
views and generate new hypotheses that can be tested by other
views. The statistical view can be used to get an overview about
the distributions of the data as well as the correlation between pa-
rameters before manipulating the parameter and ensemble views.

This helps in improving the accuracy and understanding of findings
discovered by other views, which translates into a better understand-
ing of the whole simulation model achieving the second and third
design goals. Determining which statistical displays to use is a dif-
ficult question. In our choice for the statistical displays, we tried to
balance between what is typically used by scientists in their analy-
sis and the usability, readability and understandability of statistical
displays for univariate, bivariate and multi-variate attributes. There-
fore, we decided to use boxplots, scatter plots and parallel coordi-
nates.

* Boxplot is a statistical display that characterizes univariate at-
tributes using five-number summary. It is used to determine the
central tendency, spread, variability, quartiles, outliers and the
skewness of the data. GLEE’s boxplot enables scientists to view
the distribution of raw data for one single attribute across all runs
at a time. Scientists can also use the dropdown list to navigate
through different attributes.

 Scatterplot represents the correlation and relationship between bi-
variate data assisting scientists in finding patterns, trends, shape
and distribution between them. This makes outlier detection an
easy task, as regions with a higher density of points will be
grouped perceptually, which helps in eliminating any bias pro-
duced. GLEE’s scatterplot is designed to enable scientists to
explore the relationships and correlations between any two at-
tributes across all runs.

¢ PCP is a geometric projection method that visualizes multi-
variate data in a two-dimensional space. PCP displays multi-
variate attributes as parallel axes, where each attribute is mapped
onto one axis and each ensemble run is mapped onto a polyline
with vertices on these parallel axes. PCP supports plotting much
information about complex multi-variate relationships simultane-
ously, which in turn, helps in getting an overview of all the data or,
at least, a subgroup of attributes. It also assists in understanding
and finding features within the data such as clusters, correlations,
distributions across attributes or/and outliers. This is really bene-
ficial in the analysis process when scientists have little to no prior
knowledge about the ensemble. Moreover, scientists can interact
with the PCP through axes changes and data filtering by imposing
constraints on the value range of some attribute(s). This helps in
comparing two or more ensemble members, comparing the vari-
ations of values between different attributes, investigating the in-
fluence of a single attribute or a group of attributes on the rest of
attributes or/and estimating the degree of similarity between en-
semble members. PCP could be an unfriendly graphical interface
to novices; however, with little training, scientists can use it more
easily [DCK12, ID87].

All our statistical displays support interactive brushing of the data
points to select or highlight regions exhibiting specific statistical
properties or interesting patterns, which provides immediate visual
feedback to other views and statistical displays. In all three displays,
scientists can select interesting patterns within the display and the
corresponded runs are subsetted in the ensemble view and other sta-
tistical displays. Scientists can also select and highlight an interest-
ing point within any statistical display that, in turn, highlights the se-
lected run in all other views and displays and vice versa. Although
statistical displays can suffer from visual clutter in cases of large
datasets making identification of data structures and relationships
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Figure 5: (a) Population levels in an agent-based simulation en-
semble that study epidemic dynamics and social behaviour. (b)
Stochastic spatially extended Lotka—Volterra models that study
noise-induced pattern formation and phase transitions in non-
equilibrium systems for a predator—-prey population in a Monte
Carlo simulation ensemble.

much harder, we believe this is not the case with GLEE as all of the
domain experts we have been collaborating with have been work-
ing with ensembles that have less than 100 ensemble members. In
summary, PCP is suitable for providing a general display of a large
number of attributes at the same time, while the scatterplot offers a
detailed comparison for pairs of attributes. On the other hand, the
boxplot provides additional details about the distribution of univari-
ate attributes that are somethings hard to detect in PCP, especially
with a large number of runs and parameters. Therefore, cooperative
employment of the three displays might not only enhance the explo-
ration and analysis of the data but also supply detailed information
about the data.

6. Implementation, Performance and Evaluation

Our web-based visual analytics tool uses JavaScript and the main
visualization modules were built using the Data Driven Documents
(D3) Library [BOH11] while the backend algorithm was imple-
mented using Python. Visualization preparation and Cinema image
database generation were done using Paraview. Ensemble data fed
to the visualization pipeline is stored in a comma-separated values
format, which is fetched directly to plot the visualization when the
web page is loaded. Once the data are uploaded, scientists can freely
explore and interact with GLEE.

6.1. Use cases

To validate the importance of GLEE in ensemble analysis across
different fields of science, we demonstrated two potential applica-

tions of GLEE: population health and ecology. The first demonstra-
tion application is an agent-based simulation used to evaluate the
allocation of resources in emergency situations. The agents are the
demographically generated citizens of a real city, who spend their
days pursuing activities on a transportation grid of nodes and edges.
As the simulation is stochastic, ensembles are used to bound the
uncertainly of results. In our initial example (Figure 5(a)), scien-
tists used GLEE to explore the influence of variables for influenza
immunization scenarios, which include the agents’ compliance to
public safety notices, the thresholds of triggering risk and the dura-
tion of the intervention. Dependent variables are simulation results
like infection rates, mortality and productivity loss [VLC*18].

The second application is a Monte Carlo simulation ensemble
that examines non-equilibrium relaxation of features in a stochas-
tic Lotka-Volterra predator—prey model based on a 2D lattice
(Figure 5(b)). Physicists studied the biodiversity in ecology and pop-
ulation dynamics through pattern formation and phase transitions in
order to protect endangered species in threatened ecosystems. They
used GLEE’s visualization and interactions to help them find the
reason for the system’s relaxation. They found that there was a crit-
ical slowing-down in predator density at the extinction critical point
in the case of non-equilibrium relaxation of the predator density in
the neighbourhood of the critical predation rate [CT16].

6.2. Experiments

We conducted three experiments to assess the benefits and the draw-
backs of GLEE in analysing and making sense of simulation ensem-
ble. We mainly focused on measuring performance, evaluating func-
tionality and usability and identifying features that require further
research. GLEE’s performance was assessed in terms of speed and
accuracy. Speed was measured in terms of the time taken to react
to users’ interaction, synchronization of different views after each
interaction and projection of high-dimensional data to 2D space. Ac-
curacy was based on scientific correctness, insights and scientists’
ability to derive meaningful relations and conclusions. On the other
hand, GLEE’s usability and usefulness were measured based on the
ability to facilitate the reasoning process and achieve the designated
design goals. Additionally, we investigated GLEE’s power to fits
into the research work, how it would help scientists improve their
research, what scientists liked and disliked, and what features they
wished to have in GLEE.

The experiments were performed on a laptop equipped with a
2.4 GHz Intel Core i5, with 8 GB of memory, and an Intel Iris Pro
1536 MB and NVIDIA GeForce card. GLEE was evaluated over
two stages. During the first stage, we conducted a preliminary eval-
uation with 10 scientists (i.e. two assistant professors and eight grad-
uate students) from different domains (i.e. Biology, Physics, Geo-
science) to assess the viability of the concepts of OLI and PLI and
to identify opportunities for refining the tool. In the second stage,
GLEE was evaluated by two physics research scientists, three geo-
science domain experts (i.e. an assistant professor and two graduate
students). One of the geoscience graduate students and physicists
provided the ensemble data used in the experiments. Before starting
the evaluation, scientists were given a training session introducing
them to GLEE’s main functionalities and interactions. Later, they
were asked to complete a set of analysis tasks. Finally, they were
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Figure 6: The initial projection of elementary particle zoo. The sub-
particles are projected in ensemble view forming several clusters:
electrically charged leptons, non-electrically charged leptons and
two groups of quarks. All attributes have the same importance on
the attribute slider in the parameter view and raw data are displayed
in the statistical view.

asked to report the weaknesses, usefulness, usability, the degree of
difficulty and guidance provided by GLEE.

6.2.1. Elementary particle zoo dataset

The purpose of the first experiment was to measure the effectiveness
of OLI and PLI and to discover how these interactions affect analysis
tasks and the types of insights gained. For this experiment, we used
an elementary particle dataset. Elementary particles are the smallest
fundamental building blocks of matter that constitute the universe.
They have two types depending on their spin: fermions and bosons.
Fermions are particles that make up all matter, have particle spin
equal to a half-integer value and come in two types: leptons and
quarks. On the contrary, bosons are particles that carry the force
and have spin equal to an integer. In this experiment, we treated
each subparticle as an ensemble member. Each ensemble member
has a six-dimensional vector describing its characteristics includ-
ing: Mass [MeV], Charge, Spin, Colour charge, Weak Isospin and
Weak Hypercharge.

From the initial projection of the elementary particle zoo
(Figure 6), the scientist noticed several clusters of subparticles: elec-
trically charged leptons, non-electrically charged leptons, and two
groups of quarks. S/he started confirming his or her understanding
of the data by clicking and dragging fermions and bosons to specific
locations in the spatialization, forming two clusters. The location of
the clusters could be anywhere in the spatialization, since the loca-
tion just denotes the desired similarity/dissimilarity of the moved
subparticles. After forming the clusters, the scientist clicked ‘Up-
date Layout’, performing an OLI (Figure 7(a)). The resulting pro-
jection from the SI triggered by OLI coincided with the scientist’s
understanding that the spin attribute is what differentiates fermions
from bosons (Figure 7(b)). This result gave the scientist trust in the
correctness of the performed interaction in GLEE and freedom to
interact with subparticles at an object-level without the need to ma-
nipulate external control menus that require an understanding of the
underlying model.
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Figure 7: (a) Scientists group fermions subparticles together in one
corner to express their desired similarities and bosons subparticles
in the other corner expressing their difference with fermions. (b)
After that clicked ‘Update Layout’, the data are re-projected with
new attribute weights showing that ‘spin’ attribute is what differ-
entiates between fermions and bosons. (c) Scientists moved quarks
subparticles together and leptons subparticles together to express
their difference. (d) After that clicked ‘Update Layout’, the data are
re-projected forming three clusters for leptopns, quarks and bosons
differentiated by colour charge and weakisospin.

The scientist was interested in gaining deeper insights about the
data based on a couple of questions, including but not limited to:
What attributes separate the quarks from leptons? What attribute(s)
has the most influence on the data? Is there any relationship or
correlation(s) between attributes that differentiate different ensem-
ble members? To answer these questions, the scientist started by
grouping quarks and leptons into two clusters performing an OLI
(Figure 7(c)). Based on the reprojection, the scientist observed three
new clusters for quarks, leptons and bosons. This led to an insight
that colour charge and weak hypercharge are the attributes that
describe the differences between the leptons, quarks and bosons
(Figure 7(d)). Additionally, s/he noticed that Higgs boson is an
outlier. This motivated him or her to determine what other attributes
have an influence on the data, so s/he performed a PLI by increasing
the importance of the mass attribute. According to the resulting
projection, s/he observed two clusters (i.e. fermions and bosons)
and an outlier (i.e. top quark) (Figure 8(a)). So, the scientist used

© 2020 The Authors Computer Graphics Forum © 2020 Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd



M. Dahshan et al. / Making Sense of Scientific Simulation Ensembles with Semantic Interaction 335

“Charge =
Color charge
Spin

i
= > pi
Weak hypercharge
{h-: : 9 a r Weak isospin
Higgs_soson -_e .

Cinema_Slider

Theta < 1
- o

Attributes Siider (b)
Mass [MeV]
Charge
Color charge
" Spin
Weak hypercharge
Weak isospin

Cinema_Siider

Update Layout Subset Roset Time_Series  Attribute

Theta — 1
L o

Ensemble Visualzation=» Upload — Save - Help

Update Layout Subset Resat Timo_Series  Attribute Attributes Slider (c)

- h- -
Q L= okt
3 Charge

4 Mass [MeV]
v Soson Color charge

Cinema_Slider

Theta B
- o

Figure 8: (a) Increasing the weight of the mass attribute leads to
an insight that fermions and bosons can be differentiated by mass
attribute with top quark as an outlier. (b) Use OLI to determine what
attribute(s) differentiates between high mass ensemble members and
(c) the result projection showed that weak hypercharge and spin are
what differentiate Higgs bosons from other high-mass subparticles.

the PCP-— (Figure 6—statistical view)—to interpret and confirm
this correlation. Based on the observation and PCP interpretation,
the scientist gained a new insight that almost all fermions have low
mass, most of bosons have a high mass and the top quark is an
outlier that has the highest mass among all subparticles.

The scientist was interested in high mass subparticles and wanted
to explore more correlations or similarities between them. So s/he
subsetted high mass subparticles (W+ boson,W- boson, Z boson,
Higgs boson) using multi-selection/lasso. By observing the mass
attribute on the PCP, the scientists noticed that the Higgs boson had
the highest weight. So, s/he separated the Higgs boson from other
subparticles and performed an OLI. The new reprojection led to
the insight that weak hypercharge and spin are the attributes that
differentiate the Higgs bosons from other high mass subparticles
(Figure 8(b)). The scientist was interested in knowing the exact cor-
relation between these attributes across the different subparticles.
So, s/he used the PCP to confirm and investigate more about this
correlation. S/he concluded that Higgs bosons have an inverse rela-
tionship with other high mass subparticles in terms mass, spin and
weak hypercharge—where it has the highest mass and weak hyper-
charge but lowest spin(Figure 8(c)).

6.2.2. Oilfield wastewater disposal

The second experiment used a 2-D simulation ensemble of 72 mod-
els of oilfield wastewater disposal that reproduce the operational
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Figure 9: The initial projection of the oilfield wastewater disposal
dataset. Runs are clustered where deeper and lower magnitude pres-
sure build-up runs are sorted on together and shallow and high mag-
nitude pressure build-up runs are sorted together.

and geologic characteristics of the Anadarko Shelf in northern Ok-
lahoma and southern Kansas. Each simulation in the ensemble com-
prises the same model and injection scenario, but they have unique
combinations of depth-decaying basement permeability, homoge-
neous basement compressibility and injection fluid temperature.
The simulation ensemble is used to understand how measurable
parameters affect the depth to which fluid pressure transients can
migrate after 10 years of wastewater disposal operations. Because
fluid pressure transients cause earthquakes in this region [PMTC18],
the scientist is interested in the relationship between fluid pressure
build-up and wastewater fluid temperature, rock permeability and
rock compressibility [PMTC18, PCJW19]. He wants to gain in-
sights based on the following questions: (1) Are there parametric
similarities between runs in which fluid pressure migrates deeper
into the formation? (2) What role, if any, does injection fluid temper-
ature have on fluid pressure build-up? (3) What parameter(s) govern
the runs with the highest fluid pressure build-up?

From the initial projection, the scientist observed that runs are
sorted in a way that deeper and lower magnitude pressure build-up
are sorted on one side, while shallow and high magnitude pressure
build-up are sorted on the other side (Figure 9). Moreover, from the
PCP, he observed an inverse relationship between rock permeabil-
ity and outputted temperature. This leads him to an insight that high
permeability allows the thermal fluid mass to mix with naturally oc-
curring fluids. In contrast, low permeability inhibits mixing between
the wastewater and natural fluids, so the thermal mass maintains
it’s injection temperature. Based on these observations, s/he started
grouping runs’ images visually based on how deep fluid pressure
migrates in the image, performing as SI of OLI (Figure 10(a)). Fol-
lowing this re-projection, the scientist gains an insight that rock per-
meability is the most important parameter that controls the depth of
pressure migration (Figure 10(b)), which answers the first question.

To explore the second question, the scientist increases the impor-
tance of injection fluid temperature on the parameter slider, perform-
ing a PLI. The resulting projection grouped simulation runs such
that fluid pressure depth increases from left-to-right and fluid pres-
sure magnitude increases from top-to-bottom (Figure 10(c)). Be-
cause this grouping sorted the simulation runs by pressure depth
(left-to-right) with more subtle effects due to pressure magnitude
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Figure 10: (a) Scientists investigate how fluid pressure migrates
deeper into the formation by dragging and clustering runs into three
groups based on fluid pressure migration in the runs’images. (b) Af-
ter that, he clicked ‘Update Layout’ gaining an insight that rock per-
meability is the most important parameter that controls the depth of
pressure migration. (c) Increasing the importance of injection fluid
temperature attribute through PLI results in grouping runs in a way
that fluid pressure depth increases from left-to-right and fluid pres-
sure magnitude increases from top-to-bottom. This leading to an in-
sight that the temperature of fluid injection plays a role in the mag-
nitude of fluid pressure build-up.

(top-to-bottom), the scientist learns that the temperature of fluid
injection plays a role in the magnitude of fluid pressure build-up,
which answers the second question. The scientist then performed an
OLI interaction on a subset of the simulations with the deepest fluid
pressure perturbations (Figure 11(a)) and found that the pressure
magnitude of these deep runs is governed by the temperature of in-
jection fluid (Figure 11(b)). This both confirmed the answer second
question and answered the third question because rock compress-
ibility did not exert any quantifiable effects on the pressure magni-
tude.

6.2.3. Geologic CO, sequestration

The third experiment used a geoscience dataset of 50 numerical sim-
ulations ensemble that model the effects of geologic CO, seques-
tration at a site located in Richland, WA, USA. For this project,
the permeability of the target formation is known only at the in-
jection well, so there is substantial uncertainty with respect to CO,
migration away from the well. To quantify the effects of this spa-
tial uncertainty, the permeability distribution is randomly generated
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Figure 11: (a) Scientists investigate what differentiates the highest
Sluid pressure build-up runs by dragging and clustering runs based
on deepness level, then performing OLI. (b) After clicking ‘Update
Layout’, they gain an insight that pressure magnitude of these deep
runs is governed by the temperature of injection fluid.

for each ensemble member to reproduce the known permeability
values within the injection borehole, as well as the known cumula-
tive distribution and spatial correlation of permeability in the region
[JP18]. The models are comprised of identical geometry, CO, injec-
tion pressure, initial and boundary conditions and bulk permeability
statistics; however, the spatial configuration of permeability in each
ensemble member is both unique and equally probable. The CO,
injection simulation is then completed for each ensemble member.
Results are utilized to understand how the permeability distribution
affects CO, migration pathways, fluid pressure propagation, tem-
perature, CO, saturation levels and density of CO, water mixture
[JWP19].

In this experiment, scientists have little prior knowledge about
the simulated phenomena. So, they were interested in: (1) compar-
ing and contrasting different groups of runs by finding out which
inputs or outputs best describe these groups; (2) determining the
sensitivity of input parameters on simulation outputs and exploring
correlations between inputs and outputs; and (3) finding the best
parameter settings for significant parameters, using distributions of
data to investigate interesting patterns and subsets and confirming
conclusions derived from both parameter and ensemble views.

The initial projection of the ensemble is shown in (Figure 12(a)),
where each image shows the CO, plume at 1% saturation coloured
by temperature. From this projection, the scientist recognized
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Figure 12: (a) The initial projection of high-dimensional geologic
ensemble inputs and outputs, (b) scientist observed interesting tem-
perature patterns in ensemble images. So, they dragged high tem-
perature patterns together in one corner and low temperature in the
opposite corner performing an OLL. (c) After clicking ‘Update Lay-
out’, they gained an insight that larger CO, plumes seem to exhibit
more variability in temperature which in turn affects the ability of
CO; to expand.

several interesting temperature patterns. To determine the distinc-
tion between these patterns, the scientist moved runs with high
temperature patterns together in one corner within the spatialization
and runs with low temperature in the opposite corner performing
an OLI by hitting the ‘Update Layout’ button (Figure 12(b)). This
interaction results in increasing the weights of CO, saturation
and temperature (Figure 12(c)) leading to an insight that larger
CO, plumes seem to exhibit more variability in temperature.
The scientist then postulated this phenomenon is likely the result
of interconnected high-permeability pathways that lessen fluid
pressure, which in turn affects the ability of CO, to expand.

To investigate this insight further, the scientist used the box plot
to examine the distribution of the CO, and then increased the weight
of CO, saturation on the attribute slider performing a PLI. By ob-
serving the re-projected runs’ images, the scientist visually deter-
mined that smaller CO, plumes appeared to be more circular than
the more oblique large plumes. This observation guided the scientist
to an insight that the anisotropic permeability correlation structure
of the geologic formation exerts more control on plume geometry
when the CO, reaches longer radial distances from the injection well
(Figure 13(a)). Digging deeper into this insight, s/he grouped
smaller CO, plumes on one side and larger CO, plumes on the other
side performing an OLI (Figure 13(b)). The resulted projection leads
to an insight that the density of aqueous fluid increases linearly with
the pressure and the slopes at different concentrations are almost the
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Figure 13: (a) Scientists explore the influence of CO, saturation
on the ensemble by increasing its importance using PLI. Based on
the reproduction, they noticed that smaller CO, plumes appeared to
be more circular than the more oblique large plumes. (b) Explor-
ing the observation from resulted PLI, scientists grouped smaller
CO; plumes on one side and larger CO, plumes on the other side
performing an OLL. (c) After clicking ‘Update Layout’, scientists
gained an insight that the density of aqueous fluid increases lin-
early with the pressure and the slopes at different concentrations
are almost the same at a certain temperature.

same at a certain temperature (Figure 13(c)). This was an interesting
new discovery that would require more experiments from the scien-
tist.

The scientist was interested in finding if there is a correlation be-
tween temperature and CO,, so he reset GLEE’s pipeline and clus-
ter ensemble runs based on temperature, CO, plume size and CO,
plume shape then performed an SI of OLI (Figure 14(a)). The re-
projected ensemble shows a dominant relationship of permeability
(Figure 14(b)), which was a discovery that he did not expect. Trying
to understand this relationship, the scientist examined the perme-
ability of the ensemble runs from different angles using the cinema
slider (Figures 14(c) and (d)). Based on the observations from dif-
ferent angles, he suspected a correlation between permeability and
CO, saturation. So, he increased the weight of CO, through PLI
(Figure 15(a)). The resulted projection leads to an insight that lower
permeability leads to lower CO, saturation, and thus lower CO, stor-
age capacity. Trying to confirm that this relation holds globally and
locally across all ensemble runs, the scientist selected some runs
based on interesting patterns in the runs’ image, PCP and scatterplot.
From the new projection, the scientist found out from runs’ images
that this correlation holds both locally and globally (Figure 15(b)).
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Figure 14: Scientists explore the ensemble using OLI and Cinema
slider in order to discover new findings by (a) grouping ensemble
members by temperature, CO, plume size and CO, plume shape
performing an OLI . (b) The re-projection showed a dominant rela-
tionship of permeability. They take advantage of the Cinema slider
to interpret the results of projection and view data from different
angles (c), (d).

6.3. Domain expert evaluation

Domain experts feedback was satisfying. They mentioned that us-
ing OLI and PLI offers a different prescriptive for analysing their
ensemble leading to several domain-specific discoveries. They be-
lieved that GLEE would help them in analysing datasets that they
have little to no prior knowledge about. Additionally, they confirmed
that the statistical view was beneficial in exploring the uncertainty
and showing the distributions of the attributes, relationships be-
tween multiple attributes, trends and outliers. Similarly, the Cinema
slider provides a means to view different angles of the data set, em-
ulating real-time 3D rendering. This feature helped in viewing the
data from different perspectives that open other angles for explor-
ing parameter settings and ensemble members. Moreover, they con-
firmed that each of the three linked views conveys information about
the ensemble helping in having a complete picture of the ensemble.
They also mentioned that the GLEE’s performance was reasonable
and confirmed the ease of use of GLEE and its applicability to dif-
ferent datasets.
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Figure 15: (a) Scientists explore the correlation between perme-
ability and CO, saturation by increasing the importance of CO,
saturation using PLI. Based on the reprojection, scientists gained
an insight that lower permeability leads to lower CO, saturation,
and thus lower CO, storage capacity. (b) Confirming that the re-
lationship between permeability and CO, saturation holds globally
between all runs and locally between subset of runs, Scientists se-
lected a subset of runs based on patterns in runs’ images, PCP, and
scatterplot.

6.4. Discussion

This paper presents an exploratory visualization approach that helps
scientists maximize their knowledge about the ensemble when they
only have a big picture of their model. This implies that they do
not know all the correlations or similarities held in the data. In such
workflows, scientists are interested in gaining deeper insight into
their ensemble. Our visualization approach applies to domain ex-
pert workflows that start with a basic understanding of the under-
lying model and then seek a broader understanding of the relation-
ships and similarities in the model. In summary, GLEE is designed
to support scientists in analysing their data when they are unsure
which questions or hypotheses are worth exploring.

GLEE starts with an ‘Overview first’ mantra [Shn03], where a
high-dimensional ensemble is projected into 2D space, scientists
can then filter down to relevant ensemble runs during the analysis
based on interesting patterns or features. This supports the situation
where users’ main activities are oriented towards exploratory anal-
ysis. However, if the scientists have a well-defined model where
they know exactly what they need to analyse, they can use GLEE’s
‘selection’ feature to select a certain run or subset(s) of runs of
interest. GLEE’s selection functionality offer scientists two modes
of details based on either features observed in the images [CFV*16]
or interesting patterns observed in statistical displays. Additionally,
using the ‘reset’ button, scientists can reset the pipeline, recalling
the whole ensemble and then select a new subset of runs that
have a different feature. This gives scientists the opportunity to
explore different features in the data. Using the ‘selection’ or ‘reset’
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functionalities, scientists can alternate between ‘Overview first” and
‘Details first’. This makes GLEE capable of handling the two anal-
ysis modes. Additionally, GLEE enables scientists to benefit from
the integration of the parameter space, ensemble space and statistics
onto one screen without the need to change screens, programs or
scripts that visualize the data—accelerating the analysis process.

During the experiments, we examined how the three linked views
convey different information about the ensemble helping scientists
to get a complete picture of the simulated model. The qualitative
analysis of the experiments’ results showed that using PLI, OLI
and/or statistical displays enabled scientists to find optimal ranges,
correlations between parameters, the sensitivity of parameters on
ensemble members and similarities and differences between ensem-
ble members. Additionally, GLEE’s performance was reasonable as
it took less than 3 s to react to user interactions and less than 1 s for
synchronizing between views. GLEE’s accuracy in answering the
exploration questions varies, where some questions were answered
with one interaction, while others took more interactions and time
to be answered. Scientists used the appropriate view in GLEE to
answer most of the questions. However, sometimes, when we ex-
pected them to use the ensemble view directly, they preferred using
the statistical view first to have an overview of the distributions and
the patterns in the data.

Current research in the ensemble visualization focuses on visual-
izing high-dimensional ensembles through parameter space or en-
semble space. While some recent research addressed this problem,
most of the solutions are oriented towards domain-specific problems
without giving much attention to the importance of exploratory anal-
ysis. Moreover, human expertise and intuition are not integrated as
part of the computational model during the interactive analysis pro-
cess. Our visualization approach tries to fill this gap by designing
a visualization tool that incorporates parameter space and ensem-
ble space into one screen taking both the input parameter(s) and the
simulation output(s) into consideration.

Different ensemble visualization approaches have used dimen-
sion reduction methods to visualize high-dimensional ensembles.
What differentiates our work is the use of 2D images instead of
glyphs [PMW13, HLNW11] to represent runs. Runs’ images and
Cinema slider support scientists in visually interpreting the simi-
larities between runs (unlike other techniques that used points or
circles to represent the runs [CZC*15]). Additionally, unlike inter-
action techniques supported by other visualization tools, GLEE’s
interactions provide scientists with the ability to get their expertise
and knowledge as part of the visual analysis computational pipeline
by manipulating the data on the object level, reinforcing the impor-
tance of exploratory analysis. This provides a bridge between user
intention and the underlying mathematical models, which helps sci-
entists not only understand their data but also find new information
that could lead to discoveries.

7. Limitations and Future Work

There are several limitations to the current design of GLEE. First,
our weighting scheme and inverse model currently works only with
derived datasets or summary statistics of spatial data. Scientists still
need to analyse spatial and temporal ensembles. So, we consider

these important extensions for future work. However, the summary
statistics of some spatial data show promising results, as illustrated
in experiment three. Second, our tool does not scale well if there
are thousands of ensemble members—as it could result in visual
clutter; large displays can increase this number. Given that the size
of most scientific data that we were dealing with during the design
of our tool was not extremely large, we put less emphasis on the
scalability issue in the current iteration. Future work should include
research into scalability concerns, including data and display sizes.
Moreover, our time-series slider treats each time step independently
from other steps. We believe this limits the analysis of the ensem-
ble as scientists could be interested in exploring the influence of
parameters across different time or/and comparing runs from time
steps. Future work includes more features for exploring with time-
series ensembles.

In the current implementation, moved ensemble members are
highlighted in a different colour after performing OLI or PLI, so sci-
entists can track them for better understanding. Future work should
include a backend technique that tracks the moved members to de-
termine if they are moved to different clusters or not. Additionally,
the current statistical view displays can be modified to incorporate a
wider variety of charts (i.e. histogram, line charts, ... etc.) and give
the scientists more control over them by selecting specific runs and
parameters. This allows them to see the statistics from an individ-
ual or multiple ensemble members. Although GLEE supports Lasso
selection to facilitate ensemble members manipulation during OLI,
more advanced mechanisms for selection will are needed as part of
our future work.

8. Conclusion

In this paper, we presented GLEE, an interactive approach for vi-
sual exploration and analysis of high-dimensional simulation en-
sembles. Based on SI, dimensionality reduction, and brushing and
linking techniques, GLEE enables interactive exploration of param-
eter space, ensemble space and statistical characteristics simulta-
neously while fitting human expertise and intuition into the com-
putational model and analysis process. GLEE’s multi-linked views
offer different levels of details to support scientists in the analysis
workflow for a complete picture of the ensemble. This helps in fill-
ing the gap between the analysis techniques used by domain scien-
tists and the approaches available from visualization research, which
could lead to new discoveries. We applied GLEE to case studies
in physics, ecology and geoscience and got encouraging feedback
from domain scientists who believe that GLEE could help them in
improving the ensemble analysis process. Finally, we illustrated the
utility of GLEE through several experiments with domain experts.
The next steps in the development of GLEE will include support-
ing spatial and time-series ensembles, integrating machine learning
to learn from user interactions to suggest new interactions that may
help scientists in their analytic process, and scaling up to support
thousands of ensemble members.
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