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Abstract
2D scene image-based 3D scene retrieval is a new research topic in the field of 3D object retrieval. Given a 2D scene image,
it is to search for relevant 3D scenes from a dataset. It has an intuitive and convenient framework which allows users to learn,
search, and utilize the retrieved results for vast related applications, such as automatic 3D content generation for 3D movie,
game and animation production, robotic vision, and consumer electronics apps development, and autonomous vehicles. To
advance this promising research, we organize this SHREC track and build the first 2D scene image-based 3D scene retrieval
benchmark by collecting 2D images from ImageNet and 3D scenes from Google 3D Warehouse. The benchmark contains
uniformly classified 10,000 2D scene images and 1,000 3D scene models of ten (10) categories. In this track, seven (7) groups
from five countries (China, Chile, USA, UK, and Vietnam) have registered for the track, while due to many challenges involved,
only three (3) groups have successfully submitted ten (10) runs of five methods. To have a comprehensive comparison, seven
(7) commonly-used retrieval performance metrics have been used to evaluate their retrieval performance. We also suggest
several future research directions for this research topic. We wish this publicly available [ARYLL18] benchmark, comparative
evaluation results and corresponding evaluation code, will further enrich and boost the research of 2D scene image-based 3D
scene retrieval and its applications.

Categories and Subject Descriptors(according to ACM CCS): H.3.3 [Computer Graphics]: Information Systems—Information
Search and Retrieval

1. Introduction

Provided with a 2D scene image, a 2D scene image-based 3D scene
retrieval algorithm is to search for relevant 3D scenes (i.e., .OBJ or
.SKP files) from a dataset. It is an intuitive and convenient frame-
work which allows users to learn, search, and utilize the retrieved
results for related applications. For example, automatic 3D con-
tent generation based on one or a sequence of captured images for
AR/VR applications, or 3D movie, game and animation production,
robotic vision (i.e. path finding), and consumer electronics apps de-
velopment, which facilitate users to efficiently generate a 3D scene

† Track organizers. *Corresponding author. For any question related to the
track, please contact Bo Li. E-mail: bo.li@usm.edu.
‡ Track participants.

after taking an image of a real scene. It is also very promising and
has great potentials in other related applications such as 3D geom-
etry video retrieval, and highly capable autonomous vehicles like
the Renault SYMBIOZ [Ren] [Tip].

However, there is little research in 2D scene image-based 3D
scene shape retrieval [MSL∗11] [XKH∗16] due to at least two rea-
sons: (1) the problem itself is challenging to cope with; (2) lack of
related retrieval benchmarks. Seeing the benefit of advances in re-
trieving 3D scene models using 2D scene image queries makes the
research direction meaningful, interesting and promising.

Deng et al. [DDS∗09] collected the ImageNet database initially
comprising of 5,247 synsets, defined as a set of one or more syn-
onyms in WordNet [Mil95], and 3.2 million images back in 2009.
Nearly ten years after its inception, there are over 21,000 synsets
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indexed and nearly 14.2 million images. For this track, we build a
smaller and more manageable dataset comprising of 10,000 scene
images across 10 classes, each with 1,000 images. It avoids the bias
issue since we have collected the same number of images for every
class, while the images’ variation within one class is also adequate
enough.

To organize another track titled “SHREC’18 2D Scene Sketch-
Based 3D Scene Retrieval” [YLL18], we have collected 1,000 3D
Warehouse [Tri18] scene mesh models (in original .SKP format
as well transformed .OBJ format) to correspond to the uniformly
classified 250 scene sketches of 10 classes in the Scene250 sketch
dataset [YLJ16]. For each class, we have collected the same num-
ber (100) of 3D scene models as well. Therefore, we reuse this 3D
scene target dataset for this track and only need to collect 2D scene
images as query data, which are not difficult to find since we have
quite a few 2D scene image benchmarks, like ImageNet [DDS∗09]
and SUN [XEH∗16] datasets.

This track [ARYLL18] is organized to promote this challenging
research direction by soliciting state-of-the-art 2D scene image-
based 3D scene retrieval methods and predict the future direc-
tions on this research topic. Evaluation code for computing a set
of performance metrics similar to those used in the Query-by-
Model retrieval technique is also provided online on the track’s
website [ARYLL18].

2. SceneIBR Benchmark

2.1. Overview

Our 2D scene image-based 3D scene shape retrieval benchmark
SceneIBR utilizes 10,000 2D scene images selected from Ima-
geNet [DDS∗09] as its 2D scene image dataset and 1,000 3D Ware-
house scene models (both .SKP and .OBJ formats) as its 3D scene
dataset, and both have ten classes. Each of the ten classes con-
tains the same number of 2D scene images (1,000 per class) and
3D scene models (100 per class).

To facilitate learning-based retrieval, for each class we randomly
select 700 images and 70 models for training and use the remain-
ing 300 images and 30 models for testing, as listed inTable 1.
Participants are required to submit results on the testing dataset
if they use a learning-based approach. Otherwise, the retrieval re-
sults on the complete (10,000 images, 1,000 models) dataset are
needed. To provide a complete reference for future users of our
SceneIBRbenchmark, we evaluate the participating algorithms on
both the testing dataset (300 images and 30 models per query) and
the completeSceneIBRbenchmark (1,000 images and 100 models
per class).

Table 1: Training and testing datasets (per class) of ourSceneIBR
benchmark.

SceneIBRBenchmark Image Model
Training 700 70
Testing 300 30

Total (per class) 1,000 100

2.2. 2D Scene Image Dataset

The 2D scene image query set is composed of 10,000 scene images
(10 classes, each with 1,000 images) that are all from ImageNet
[DDS∗09], while all the classes have relevant models in the target
3D scene dataset which are downloaded from the 3D Warehouse
[Tri18]. One example per class is demonstrated inFig. 1.

Figure 1: Example 2D scene images (one example per class) in our
SceneIBR benchmark.

2.3. 3D Scene Dataset

The 3D scene dataset is built on the selected 1,000 3D scene models
downloaded from Google 3D Warehouse. Each class has 100 3D
scene models. One example per class is shown inFig. 2.

Figure 2: Example 3D scene models (one example per class) in our
SceneIBR benchmark.

2.4. Evaluation Method

The objective of this track is to evaluate the performance of dif-
ferent 2D scene image-based 3D scene retrieval algorithms using
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a 2D image query dataset and a collected 3D warehouse model
dataset. While, for each algorithm, it will target retrieving target
3D scene models that share the same class as that of a query 2D
scene image. To have a comprehensive evaluation of the retrieval
algorithm, we employ seven commonly adopted performance met-
rics in 3D model retrieval technique [LLL ∗15,LLG∗14]. They are
Precision-Recall (PR) diagram, Nearest Neighbor (NN), First Tier
(FT), Second Tier (ST), E-Measures (E), Discounted Cumulated
Gain (DCG) and Average Precision (AP). We also have developed
the code to compute them, which is can be downloaded from the
track’s website [ARYLL18].

3. Participants

There were six groups who registered for the track. Both China and
USA have two groups, while the rest two groups come from Chile
and Vietnam, respectively. Each group was given three weeks to
complete the competition. They were asked to submit both their
results and methods description before the deadline.

However, due to a new and challenging track and limited com-
petition time as well, only three groups have finally participated in
the track. Ten (10) rank list results (runs) for five (5) different meth-
ods developed by three (3) groups have been submitted to the track.
The participating groups and their runs are listed as follows:

• VGGandMMD-VGGsubmitted by Wenhui Li, Shu Xiang, Heyu
Zhou, Weizhi Nie, Anan Liu, and Yuting Su from Tianjin Uni-
versity, China (Section4.1);

• TCL1, TCL2, andTCL3 submitted by Xiaolong Liu, Xinwei
He, Zhichao Zhou, Yang Zhou, Song Bai and Xiang Bai from
Huazhong University of Science and Technology, China (Sec-
tion 4.2);

• RNIRAP1,RNIRAP2,RNIRAP3,BoW1, andBoW2 submitted
by Minh-Triet Tran, Tu-Khiem Le, Van-Tu Ninh, Khac-Tuan
Nguyen, Ngoc-Minh Bui, Vinh Ton-That, Trong-Le Do, Vinh-
Tiep Nguyen, Minh N. Do and Anh-Duc Duong from Vietnam
National University, Vietnam and the University of Illinois at
Urbana-Champaign, USA (Sections4.3∼ 4.4).

4. Methods

4.1. MMD-VGG: Maximum Mean Discrepancy Domain
Adaption on the VGG-Net, by W. Li, S. Xiang, H. Zhou,
W. Nie, A. Liu, and Y. Su

4.1.1. Overview

They proposed the Maximum Mean Discrepancy domain adaption
based on the VGG model (MMD-VGG) to address scene image-
based 3D scene retrieval problem, where the query is a 2D scene
image and the target is 3D scene models. Those two types of data
come from different datasets with diverse data distribution. They
address this task from two settings, learning-based setting and non-
learning based setting. This method mainly contains two successive
steps, data preprocessing and feature representation.

4.1.2. Data preprocessing

For 3D scene data, they use SketchUp, which is a very popular and
easy-to-use 3D design software, to capture the representative views

of all the 3D models automatically. The format of the input model is
SKP and the output of the model in SketchUp is a 480*480 image.
Several example representative views are shown inFig. 3.

Figure 3: Several example representative views.

4.1.3. Feature representation

After obtaining the representative views of all the 3D models, the
2D-to-3D retrieval task can be transformed into a 2D-to-2D task.
For the feature representation, they use two settings: learning-based
setting and non-learning based setting.

4.1.4. Learning-based setting

Inspired by the impressive performance of deep networks, they em-
ploy the VGG [SZ14] model pretrained on the Places [ZLK∗17] as
the initial network parameters. Then, they combine the 7000 scene
images and 700 representative views of 3D models to fine-tune the
network. Finally, they use the output of last but one fully connected
layer as the feature representation of each image.

It is obvious that the domain divergence between the target and
the query is quite huge. A scene image dataset and a 3D scene
dataset can own different visual features even though when they
depict the same category, which makes it difficult for cross-domain
3D model retrieval. Since the fine-tuning operation can only mod-
erately reduce the divergence between these two datasets, they ap-
ply a domain adaption method to help to solve the cross-domain
problem. In this algorithm, they aim to find a unified transforma-
tion which learns a new common space for features from two dif-
ferent domains. In detail, the nonparametric Maximum Mean Dis-
crepancy [LWD∗13] is leveraged to measure the difference in both
marginal and conditional distributions. Then, they unify it by Prin-
cipal Component Analysis (PCA) to construct a feature represen-
tation which is robust and efficient for the domain shift reduction.
After the domain adaptation, the features of two domains are pro-
jected into a common space. They measure the similarity between
the query and target directly by computing their Euclidean distance.

4.1.5. Non-learning based setting

For non-learning based setting, they directly use the VGG [SZ14]
model pretrained on the Places dataset to extract the features of
images/views. Then, they directly compute the Euclidean distance
between scene images and representative views of 3D models to
measure the similarity.
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Figure 4: Illustration of the network architecture. Two separate
CNN streams are used to extract features for the two domains.
Triplet center loss along with softmax loss (not depicted here) is
used to optimize the whole network.

4.2. TCL: Triplet Center Loss, by X. Liu, X. He, Z. Zhou, Y.
Zhou, S. Bai and X. Bai

They adopt a deep neural network composed of two CNN streams
(seeFig. 4) that process samples from 2D scene image samples
and 3D scene samples respectively. In order to learn a discrimi-
native and robust representation from either domain, triplet center
loss (TCL) [HZZ∗18] and softmax loss are employed. The final
learned embeddings are used for the retrieval task. In the following
sections, a brief description of their approach is presented.

4.2.1. Network Architectures

Because of the great difference between 3D scene models and 2D
scene images, two independent CNN streams are used to handle the
two kinds of samples respectively. Stream 1 is a normal CNN that
extracts features of 2D scene images. While Stream 2 is adapted
from Stream 1 to the MVCNN [SMKL15] framework, which takes
Nv (Nv = 12 in their experiment) view images of a 3D scene model
as input. The last fully connected layer of each stream outputs aNc-
dimension embedding vector, whereNc is the number of categories.

4.2.2. Learning

For its good performance in 3D shape retrieval, triplet center loss
(TCL) [HZZ∗18] is adopted for feature learning. Given a set ofM
training samples{(xi

,yi)|xi ∈ X,yi ∈C}M
i=1, TCL is defined as

Ltc =
M

∑
i=1

max
(

D
(

fi ,cyi

)

+m− min
j∈C\{yi}

D
(

fi ,cj
)

,0
)

(1)

where fi andyi are the embedding and label for thei-th sample re-
spectively.D(·) denotes the Euclidean distance function.cj is the
center (average) of embeddings for samples with the labelj. In-
tuitively, TCL is to push the distances between the samples and
their nearestnegative center(namely the center of any other class
C\{yi}) larger than the samples and thepositive centers cyi by a
marginm. To achieve a better performance, they also use softmax
loss.

4.2.3. Retrieval

In the testing stage, the two CNN streams are employed to ex-
tract the feature embeddings of both the 2D scene images and the
3D scene models, respectively. Euclidean distance is adopted as
the distance metric. To further improve the retrieval performance,
an efficient re-ranking algorithm utilized in GIFT [BBZ∗16] is

taken as a post-processing step. Three runs with different ex-
perimental settings are provided, they are,Run1 with a single
VGG11-bn model as the backbone network,Run2 and Run3
which are the ensemble results computed using different back-
bone models including VGG11-bn [SZ14], ResNet50 [HZRS16]
and ResNet101 [HZRS16] and different re-ranking parameter set-
tings.

4.3. RNIRAP: ResNet18-Based 2D Scene Image Recognition
with Scene Attributes and Adapting Place Classification
for 3D Models Using Adversarial Training, M. Tran, V.
Ninh, T. Le, K. Nguyen, V. Ton-That, N. Bui, T. Do, V.
Nguyen, M. N. Do, A. Duong

4.3.1. 2D Scene Classification

Figure 5: 2D scene classification with scene attributes.

A 2D scene image can be classified into one of the ten categories
by using the scene attributes of that image, such as open area, in-
door lighting, natural light, wood, etc. Thus, they employ the out-
put of Places365-CNNs [ZLK∗17] as the input feature vector for
their neural network. They choose the ResNet18 model in the core
of Place365 network and extract the scores of its scene attributes
which yield a vector of 102 elements. By feeding the model with
7000 training 2D scene images, they obtain a training data with a
dimension of 7000×102 used as the input vector for the 2D scene
classification task.

Their classification model is a fully connected neural network
having one hidden layer withK nodes, 100≤ K ≤ 200 (seeFig. 5).
A training algorithm called Batch Gradient Descent with Adam op-
timizer [KB14] is used to minimize the cross entropy loss function
in training process. The output scores are processed through soft-
max function to provide the predicted probability for each class.
It should be noticed that some query images may be classified into
more than one categories. For example, some images contain a river
but also has a mountain in the background. Thus, they assign up to
two best predicted classes to each 2D scene query image.

They also improve the performance and accuracy of the retrieval
system by training multiple classification networks with different
numbers of nodesK in the hidden layer and different initializations
for random variables. Finally, they obtain five classification models
with the same structure and fuse the results of those models with the
voting scheme to determine the label of a 2D scene query image. It
takes about one hour to train each classification model on an ASUS
X541UV Notebook with an Intel(R) Core(TM) i5-6198DU CPU @
2.30GHz, 8 GB Memory, and 1 x NVIDIA GeForce 920MX.
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Figure 6: Adversarial adaptation for place classification on 3D
model views.

4.3.2. Saliency-Based 2D Views Selection

One common approach to classify or recognize a 3D object is to
capture multiple views of the object and then apply appropriate
methods for 2D images to process those views. Instead of using
all the views, they propose a saliency-based method to obtain some
views with high level of human-oriented visually attracted details.

For each 3D model, they randomly capture multiple views at
3 different levels of details: general views, views focusing on a
set of entities, and detailed views on a specific entity. They use
DHSNet [LH16] to generate the saliency map of each view and se-
lect promising views of each 3D model for the place classification
task. Their experiments on the dataset of this track demonstrate that
a 3D model can be classified with high accuracy (more than 92%)
with no more than 5 information-rich views.

4.3.3. Place Classification Adaptation for 3D Models

If a 3D model is carefully designed and illuminated, its views may
look realistic and indistinguishable to photos captured from nat-
ural environments. However, the views of regular 3D models are
usually not realistic enough to be processed directly with existing
methods for natural images, including Place365-CNN. Therefore,
it is necessary to train a transformation model to make the views of
3D models be adaptive to the scene analysis and place classification
of natural images.

The adversarial network exhibits adaptability with many differ-
ent domains [THSD17,SLZ∗17]. In this work, they apply the ad-
versarial adaptive method to minimize the distance between the nat-
ural image domain mapping distribution and the 3D view domain
mapping distribution.Fig. 6 illustrates their proposed method for
adversarial adaptation for place classification on 3D model views
with two main components:

• Adversarial Adaptation component aims to reduce the dis-
tance between the two domains. They use the adversarial net-
work structure which is almost similar to the regular genera-
tive adversarial network. In this case, the target domain plays
the same role as latent space and the target representation is the
generator. The discriminator is responsible for distinguishing be-
tween source images and target images given the mapping fea-
tures. An adversarial loss is applied to train the robust generator
to fool the discriminator. Until target images are indistinguish-
able by discriminator, the distance between the two domains is
expected to be reduced.

Figure 7: Heatmaps of informative regions for place prediction on
three 3D model views before adaptation (the first row) and after
adaptation (the second row).

• Place Classification componentaims to train a classifier corre-
sponding to target labels using traditional cross entropy loss.

Fig. 7 demonstrates the heatmaps of informative regions for
place prediction on 3D model views before adaptation (the first
row) and after adaptation (the second row). These examples show
that by adversarial adaptation, the system can better focus on ap-
propriate areas in a view to give correct place prediction.

4.3.4. Rank List Regeneration

They assign one or two best labels for each query image, and re-
trieve all 3D models having such labels. The similarity between a
query image and a 3D model is determined by the product of the
prediction score of the query image and that of the 3D model on
the same label. For a single classification model, they use the pre-
diction score directly from the network. For a fusion result from
multiple classification models, they use the voting ratio as the pre-
diction score.

There are 3 runs submitted with this proposed method.

• Run1: they use the result of a single model for 2D scene classifi-
cation and a single model for 3D place classification.

• Run2: they use the fusion result from 5 models for 2D scene
classification and the fusion result of the other 5 models for 3D
place classification.

• sRun3: they use two best labels of a single model for 2D scene
classification and the fusion result of the other 5 models for 3D
place classification.

After retrieving all relevant 3D models into a rank list, all other 3D
models which are considered irrelevant are inserted in the tail of
that rank list with the distance of infinity.

4.4. BoW: Bag-of-Words Framework Based Retrieval, M.
Tran, V. Ninh, T. Le, K. Nguyen, V. Ton-That, N. Bui, T.
Do, V. Nguyen, M. N. Do, A. Duong

The same participating group as that of Section4.3contributed an-
other two runs based on the Bag-of-Words framework. In this ap-
proach, they do not train a model to classify a 2D scene image or
a 3D model. Instead, their non-learning based method takes ad-
vantage of their framework on Bag-of-Word retrieval [NNT∗15,
LWA∗17] to determine the category of a 2D scene (query) and a
3D model (target). They also employ the same method to generate
a set of useful views for each 3D model (see Section4.3).
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For both 2D scene images and 3D model views, they follow the
same retrieval process. First, they apply the Hessian Affine detector
to detect the interest pointsN in each image, either a 2D scene im-
age or a 2D view of a 3D model. They use RootSIFT without angle
for keypoint descriptors and train the codebook using Approximate
K-Means algorithm with 1 million codewords. They perform the
quantization on all training images with KDTree data-structure to
calculate the BoW representation of each frame. They also perform
soft assignment with 3 nearest neighbors, L2 asymmetric distance
measurement [ZJS13], TF-IDF weighting, and average pooling for
each representation.

For each unlabeled 2D scene image, they retrieve a rank list of
relevant images. Then they determine the top-Mmost voted labels
from those of the retrieved images and assign these candidate labels
to the input image. In this task, they chooseM = 1 or 2. Similarly,
they also determine the topM most voted labels for each 2D view,
then assign the most reliable label to the corresponding 3D model.

The codebook training module using Python 2.7 is deployed on a
computer with a Ubuntu 14.04 OS and 2.4 GHz Intel Xeon E5-2620
v3 CPU, and 64 GB RAM. It takes 2 hours to create a codebook
with 1 million visual words from 15 million features. The retrieval
process in Matlab R2012b with feature quantization and dissimilar-
ity matrix calculation is performed on a computer with a Windows
Server 2008 R2 OS, a 2.2 GHz Intel Xeon E5-2660 CPU, and 12
GB RAM. It takes less than 1 second to perform the retrieval for
each image.

There are two runs in this method. In this first run, they deter-
mine only one label for each scene image and only one label for
each 3D model. In the second one, they determine up to two labels
for each scene image and up to two labels for each 3D model.

5. Results

In this section, we perform a comparative evaluation of the ten runs
of the five methods submitted by the three groups. We measure re-
trieval performance based on the seven metrics mentioned in Sec-
tion 2.4: PR, NN, FT, ST, E, DCG and AP.Fig. 8 and Table 2
compare three learning-based participating methods on the testing
dataset and two non-learning-based participating methods on the
complete dataset, respectively.

As shown in the aforementioned figure and table, in the learning-
based category, Tran’s RNIRAP algorithm (run 3) performs the
best, closely followed by Li’s MMD-VGG and Liu’s TCL method
(run 3), which are close to each other as well. That is, the perfor-
mance of all the three learning-based methods are similar to each
other. In the non-learning based category, Li’s VGG algorithm out-
performs Tran’s BoW method. For each participating method, more
details about the rank list and evaluated retrieval performance of
each query can be found on the track website [ARYLL18].

Although it is not fair to compare non-learning based approaches
with learning-based approaches, it is easy to find that the learning-
based approaches have produced much more appealing accura-
cies. In Tran’s top-performing learning based approach RNIRAP, in
terms of automatically learning the features, the deep learning ap-
proach Place365-CNN [ZLK∗17] contributes a lot to its better ac-
curacy among the learning based approaches. Except BoW, all the

other four participating methods are almost exactly the same as the
four participating methods in our organized “SHREC’18 2D Scene
Sketch-Based 3D Scene Retrieval” track [YLL18]. Therefore, sim-
ilarly, we think deep learning is also currently the best candidate
to handle this image-based 3D scene retrieval problem. Compared
with the performance achieved in our SHREC’18 Sketch-Based 3D
Scene Retrieval (SBR) track [YLL18], the performance achieved
in this Image-Based 3D Scene Retrieval (IBR) track is significantly
better. We conclude that IBR’s following three factors contribute
to its superior performance: (1) a 40 times larger query dataset for
better training of the deep networks; (2) compared with sketches,
images contain much more accurate 3D shape information; and (3)
images also have additional color information to correspond to tex-
ture information of 3D scene models. In a word, the semantic gap
between the query and target datasets is much smaller, compared
with that of SBR. This difference also makes the SBR track an even
more challenging task for us to have further explorations.

Finally, all the five participating methods are categorized accord-
ing to the techniques they employed. All the three learning-based
methods (MMD-VGG, TCL, RNIRAP) from three participating
groups (Li, Liu, Tran) utilize deep learning techniques to auto-
matically learn local features. Therefore, all of the three groups
have considered the deep learning framework for feature learn-
ing. In the non-learning based category, Tran’s BoW method em-
ploys the Bag-of-Words, while Li’s VGG method uses a pre-trained
model VGG to directly extract local features. Only Tran utilizes a
classification-based 3D model retrieval framework.

6. Conclusions and Future Work

6.1. Conclusions

2D scene image-based 3D scene retrieval is a new, challenging but
also important research direction in the research field of 3D object
retrieval. To promote the development of this research direction, we
build the first 2D scene image based 3D scene retrieval benchmark
SceneIBRand organize this SHREC track. It is a direct extension
upon our successfully organized SHREC’12 [LSG∗12,LLG∗14],
SHREC’13 [LLG∗13,LLG∗14], SHREC’14 [LLL∗14, LLL ∗15]
and SHREC’16 [LLD∗16] sketch-based 3D shape retrieval tracks.
Though more challenging than before, we still have three groups
who have successfully participated in the track and contributed ten
runs of five methods.

This track provides a common platform to solicit current 3D
model retrieval approaches in terms of this 2D image-based 3D
scene retrieval scenario. It also helps us identify state-of-the-art
methods as well as future research directions for this research area.
We also hope that the 2D image-based retrieval benchmark, to-
gether with the retrieval results we have obtained in the track, will
become a useful reference for researchers in this community.

6.2. Future Work

This track not only helps us identify state-of-the-art methods, but
also existing issues, current challenges and future research direc-
tions for this important, new and interesting research problem.

• Large-scale 2D scene-based 3D scene retrieval benchmarks
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Figure 8: Precision-Recall diagram performance comparisons on two different datasets of ourSceneIBR benchmark for the three learning-
based and two non-learning based participating methods.

Table 2: Performance metrics comparison on two different datasets of ourSceneIBR benchmark for the three learning-based and two
non-learning based participating methods.

Participant Method NN FT ST E DCG AP
Testing dataset
Li MMD-VGG 0.910 0.750 0.899 0.750 0.929 0.8032

Liu
TCL1 0.823 0.689 0.856 0.687 0.900 0.7327
TCL2 0.871 0.751 0.888 0.759 0.927 0.8028
TCL3 0.864 0.760 0.893 0.762 0.927 0.8086

Tran

RNIRAP1 0.864 0.760 0.893 0.762 0.927 0.8086
RNIRAP2 0.944 0.882 0.890 0.854 0.954 0.8931
RNIRAP3 0.936 0.875 0.941 0.850 0.958 0.9018

Complete benchmark
Li VGG 0.719 0.416 0.585 0.291 0.803 0.4139

Tran
BoW1 0.575 0.316 0.396 0.272 0.735 0.3602
BoW2 0.501 0.311 0.469 0.196 0.719 0.2984

supporting multimodal queries and targets.There are only ten
scene categories in our proposedSceneIBRbenchmark, and this
also partially explains the excellent performance that has been
achieved by the three deep learning-based participating meth-
ods. An algorithm’s scalability to a large-scale retrieval scenario
or diverse 2D/3D data formats is crucial for many practical ap-
plications. Therefore, we will build a large-scale 2D based 3D
scene retrieval benchmark which has substantially more repre-
sentative scene classes and also supports diverse types of 3D
scene models, like RGB-D, LIDAR or other types of 3D range
scans produced by certain range scanners. The query dataset will
also contain both 2D images and 2D sketches.

• Semantic 2D scene image-based 3D scene retrieval.There is
a lot of semantic information in both the 2D query images and

the 3D target scene models in our currentSceneIBRbenchmark.
This type of information is special for this research problem and
will be highly important to further improve the retrieval per-
formance or for related real-time applications which requires a
high-level (i.e. semantic-level) retrieval due to their higher stan-
dard on response time. However, we find that there is no partic-
ipating group that has considered this, probably due to limited
time for the competition. Therefore, we can expect even better
performance if they also incorporate the semantic information
into their methods.

• Classification-based retrieval.It can be found that class-based
or classification-based 3D model retrieval (i.e. Tran’s RNIRAP)
is potential to achieve even better performance compared to other
algorithms which utilize a more traditional 3D model retrieval
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pipeline. This also coincides with our prior findings related to
class-based 3D model retrieval [LJ13] or semantic information-
based 3D model retrieval [LLJF17]. This relatively new frame-
work contributes to better NN, FT and the overall performance
metrics such as DCG and AP.

• VR/AR applications. It seems promising and interesting to ap-
ply 2D scene-based 3D scene retrieval algorithms to develop
some VR/AR apps. For example, automatic 3D Entertainment
contents generation based on the video clips captured by con-
sumer cameras (see example applications listed in Section1), or
retrieving domain-specific 3D scenes based on a captured image
is also among our considerations for the next work.
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