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Abstract
Light field is gaining both research and commercial interests since it has the potential to produce view-dependent and photo-realistic effects for virtual and augmented reality. In this paper, we further explore the light field and presents a novel parameterization that permits 1) effectively sampling the light field of an object with unknown geometry, 2) efficiently compressing and 3) real-time rendering from arbitrary viewpoints. A novel, key element in our parameterization is that we use the intersections of the light rays and a general cube surface to parameterize the four-dimensional light field, constructing the cube surface light field (CSLF). We resolve the huge data amount problem in CSLF by uniformly decimating the viewpoint space to form a set of key views which are then converted into a pseudo video sequence and compressed using the high efficiency video coding encoder. To render the CSLF, we employ a ray casting approach and draw a polygonal mesh, enabling real-time generating arbitrary views from the outside of the cube surface. We build the CSLF datasets and extensively evaluate our parameterization from the sampling, compression and rendering. Results show that the cube surface parameterization can simultaneously achieve the above three characteristics, indicating the potentiality in practical virtual and augmented reality.

CCS Concepts
• Computing methodologies → Image-based rendering; Ray tracing; Image compression;

1. Introduction
Light field has emerged as a solution for capturing scenes with photo-realism while allowing realistic changes in viewpoints. Current light field is known as a representation for all possible light rays with various intensities in all directions. This brings a problem, i.e., how to mathematically parameterize those rays so as to efficiently sample, compress and render the light field.

Fortunately, a number of light field parameterization methods have been proposed, such as two-plane parameterization (2PP) [LH96, GGSC96], two-sphere parameterization (2SP) [CLF98], sphere-plane parameterization (SPP) [IPL97] and surface parameterization [WAA 00, CWZ 18]. The considering specific visual task usually motivates the proposal of different light field parameterizations. However, these parameterization methods can not simultaneously satisfy 1) effectively sampling the light field of an object with unknown geometry, 2) efficiently compressing and 3) real-time rendering from arbitrary viewpoints, which are crucial for view-dependent rendering in virtual and augmented reality applications.

We propose a novel parameterization that supports the above three characteristics simultaneously. The key insight of our method is the cube surface light field (CSLF) that parameterizes the four-dimensional (4D) light field by the intersections of the rays and a general cube surface. Different with the 2PP method, CSLF allows the parameterization for light rays that are parallel to the two planes. In contrast to surface parameterization, CSLF does not require the estimation of scene’s geometry. Using a general cube surface instead of the spherical surface in 2SP and SPP, it benefits the sampling for both the viewpoint space and image space, as well as the compression and rendering implementation, making it practical in virtual and augmented reality applications. In summary, the main contributions of our work include the following:
• A novel parameterization method that permits to efficiently sample, compress and render the light field.
• A Monte Carlo path tracing based sampling method that generates multi-resolution CSLF datasets.
• A tailored compression approach that reduces the data amount of CSLF by 1000:1.
• Real-time CSLF rendering without exact scene’s geometry, which supports generating the view-dependent and photo-realistic effects from arbitrary viewpoints outside the cube surface.

2. Related Work
There are various light field parameterization methods for different visual tasks and detailed surveys can be seen in [WMJ 17]. Here, we focus on those most related work, including light field parameterization, compression and its subsequently rendering.
2.1. Light Field Parameterization

Light field is a high-dimensional representation of the rays in free space. To incorporate such a light field into a computational framework, Levoy and Hanrahan [LH96] proposed the 4D light field by assuming that light rays do not attenuate during the propagation in free space. In this case, a light ray can be parameterized by the corresponding intersections with two parallel planes, which is convenient for acquiring a light field with an array of cameras [WSLH01, WJV*05] or micro-lenses [NLB*05]. A special case of 2PP is the Lumigraph [GGSC96] that enables a representation for object or scene using six 2PPs. These methods cannot parameterize those rays parallel to the two planes [CTCS00, BFV12], resulting a limited viewing volume.

Similar to the Lumigraph, spherical parameterizations [CLF98, IPL97, DDB*15] have been proposed to represent the light field of a scene with finite size, such that a unit sphere can encapsulate the whole scene. In this case, light rays are parameterized using the intersections with two spheres, i.e., positional sphere and directional sphere. Recently, Overbeck et al. [OEE*18] presented a spherical light field system that allows capturing spherical light field of the outside environment. The captured light field provides data required to generate novel views located within the recorded spherical volume. Alternative spherical parameterization is SPP [IPL97] that defines the light rays using the intersections with a sphere and a plane. The spherical light field is hard for uniform discretization since the sphere is more irregular than flat surface. The relation between each spherical light field sub-view includes both translation and rotation that indicates less coherence, making its compression more difficult.

In addition, Wood et al. [WAA*00] proposed the surface light field (SLF) that defines the light rays on a base mesh and the lumispheres. Different with the above parameterizations, it requires the estimation of base mesh and the accuracy of the approximate scene’s geometry has a deep impact on the quality of reconstructed views.

2.2. Compression

Raw light field data using the above parameterizations can be very huge, e.g., hundreds of gigabytes for a static scene, making it difficult for storing and transmitting over the limited bandwidth. Numerical methods are commonly employed to compress the huge amount of data including vector quantization (VQ) [LH96, WAA*00], wavelet transforms [CZRG06], non-negative matrix factorization [CBCG02], principal component analysis [WAA*00, CBCG02], and other compression methods utilizing scene’s geometry [OEE*18, WAA*00, CBCG02]. References [LH96, GGSC96] designed a compression scheme that combines VQ of two-dimensional (2D) slices or 4D tiles with gzip entropy encoding for a total compression ratio of 120:1. This schemes allow random access and fast decompression, so that real-time rendering becomes feasible. Recently, image compression techniques, e.g., JPEG-Pleno [SAT*18, EFPS16], have become computationally-affordable and light field compression has also been inspired by video coding methods [OEE*18, BFO*20, LZM18].

2.3. Rendering

Light field rendering without geometry or depth information can be implemented by image warping and ray-space interpolation [LH96], in which each ray corresponding to a target screen pixel is mapped to nearby sampled rays. It has been shown that the use of a quadratic linear kernel is beneficial in terms of computational efficiency and quality due to the lack of band-limited property of light field [LSS04].

For more sophisticated light fields combining geometry information such as SLF, computer graphic methods have been exploited to accelerate the rendering. The geometry information can either be implicit that relies on positional correspondences or explicit in form of depth along known light ray or three-dimensional (3D) coordinates. Using the approximate geometry, the Lumigraph used a depth corrected rendering method. Buehler et al. [BBM*01] created a proxy to warp multiple images into a novel view and blended them with specific weights. More recently, Overbeck et al. [OEE*18] projected the light field images onto a view-dependent geometry and blended the results using a disk-based reconstruction basis.

3. Methodology

We aim to represent the light field of an object or scene, i.e., outside-in looking light field with unknown exact geometry. To this end, we propose the CSLF that uses a cube to encapsulate the whole scene and parameterizes the light rays by the intersections on the cube surface. The detailed parameterization, sampling, compression and rendering of CSLF are described throughout this section.

3.1. Parameterization

![Figure 1: Cube surface parameterization in which light ray’s origin is defined by the first intersection and the direction is defined by the second intersection.](image)

We begin with a cube which centroid is set to the origin of 3D coordinate system. This cube surface can be defined by a 2D function on each face and can be written as the equation below:

\[ C : \sum_{i=1}^{6} \Pi_i(x, y) \subset \mathbb{R}^2 \]  
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where \((x, y)\) refers to arbitrary point’s coordinates on the \(i\) cube face that is parallel to one of the coordinates, such as \(\pm X, \pm Y\) or \(\pm Z\) plane. Using this cube surface, light ray’s origin is defined by the first intersection \((x, y) = (u, v)\) on the cube surface and the direction is defined by the second intersection \((x, y) = (s, t)\), as shown in Fig. 1. The CSLF is thus defined by the \(RGB\) value of light rays in all directions, written as the following equation:

\[
L : \sum_{m=1}^{6} \left( \Pi_m(u, v) \times \sum_{n=1}^{6} \Pi_n(s, t) \right) \rightarrow RGB \tag{2}
\]

where \(m\) and \(n\) refer to the index of the cube face and \(m \neq n\) that is because the ray cannot intersect with the object when its origin and direction are co-planar, i.e., on a common cube face. At present, each light ray is defined by a six tuples \((m, u, v, n, s, t)\) in that \(m\) and \(n\) are both enumerations from 1 to 6. We further simplify the tuples by using the cube texture coordinates \((u, v)\) and \((s, t)\), resulting the final representation of CSLF:

\[
L : I(u, v) \times I(s, t) \rightarrow RGB \tag{3}
\]

The CSLF can be viewed as \(u, v\) array of images \(I(s, t)\) or as \(s, t\) array of images \(I(u, v)\). Each image in the array represents the rays starting from a point on one cube face to other five cube faces, which can be formatted by a normal cube map.

### 3.2. Sampling

Since CSLF is continuous, it requires discretization in each of the \(u, v, s, t\) dimensions to map such a function (Eq. 3) into a computational framework and efficiently sample the CSLF. We denote the \(u, v\) dimensions as viewpoint space and the \(s, t\) dimensions as image space. The discretization can be different between these two spaces or even all of the four dimensions. Without loss of generality, the cube can be defined by two vertices: \(P_{\text{max}} = (x_{\text{max}}, y_{\text{max}}, z_{\text{max}})\) and \(P_{\text{min}} = (x_{\text{min}}, y_{\text{min}}, z_{\text{min}})\). Therefore, the length for a given cube \(P_{\text{max}}, P_{\text{min}} = E = x_{\text{max}} - x_{\text{min}}\). To uniformly sample the CSLF, we choose to discrete the \(u, v\) dimensions into \(6 \times M^2\) samples and discretize the \(s, t\) dimensions into \(6 \times N^2\) samples. Each sample \((u, v)\) is indexed with \((i, j)\) and is located at \((u_i, v_j)\) that can be computed by subdividing \(E\) into \(M\) and \(N\) parts respectively. Similarly, a sample \((s, t)\) is indexed with \((p, q)\) and is located at \((s_p, t_q)\). A 2D sampling point pair is thus indexed with \((i, j, p, q)\) and its value, i.e., the \(RGB\) at \((i, j, p, q)\) is referred to as \(c_{i,j,p,q}\). Therefore, the discrete CSLF is as the following linear sum:

\[
L(u, v, s, t) = \sum_{i=0}^{M} \sum_{j=0}^{M} \sum_{p=0}^{N} \sum_{q=0}^{N} c_{i,j,p,q} (u, v, s, t) \tag{4}
\]

One of advantages using the discretization is the convenience for sampling the light field of an object. We sample the CSLF directly for synthetic scenes based on the Monte Carlo path tracing [DBB18]. Firstly, by modifying the path tracing algorithm into a multi-viewpoint tracing, the ray’s origin and direction uniformly distribute on all the sampling points on a virtual cube surface which is defined by adding an offset to its bounding box. This ensures that the object can be wrapped by the cube and does not intersect with cube surface. We finally perform the path tracing at each sampling point to generate the CSLF. For each sampling point in viewpoint space, the light field is represented by a cube map that is stored as PNG format.

### 3.3. Compression

For an object with unknown geometry and material, the CSLF can be very large and requires a large amount of storage. For example, it requires \(6 \times 64 \times 64 \times 512 \times 512 \times 6 \times 24 = 108\) GB of storage to store the entire CSLF discretized by \(M = 64, N = 512\) using 8 bits per color channel (24 bits per pixel). Fortunately, there is a large of redundancies in each light field image as well as coherence between each light ray sample.

In our cube surface parameterization, cube maps are used to represent the light field sub-views. However, it is unnecessary to store all the views when \((u, v)\) and \((s, t)\) are co-planar. Therefore, each cube map degenerates into five small images for each of the cube faces. Secondly, all of light field sub-views on a common cube face show highly similar, indicating that we can apply a transform codec to the CSLF, such as a wavelet transform. Here, we uniformly decimate the viewpoint space to form a set of key views. This is aimed at decreasing the number of images which go to the compression engine. The key views are converted further into a pseudo video sequence and compressed using high-efficiency video coding (HEVC) encoder.

### 3.4. Rendering

Light field rendering is to synthesize novel view for a desired viewpoint, which can be achieved by solely looking up and blending reference light rays. One of advantages of our cube surface parameterization is the convenient rendering from arbitrary viewpoints. Figure 2 shows the relation between the cube surface parameterization and a pixel in an arbitrary viewpoint. For a desired pixel, what we need to do is to calculate the two intersections \((u, v)\) and \((s, t)\) of the ray started from the viewpoint to the pixel and the cube surface. This can be implemented by various ray tracing algorithms or path tracing algorithms [HLRSR09]. Meanwhile, it is convenient for computing the intersections of ray and triangle mesh, and the
rendering can be in real time on most of consumer computers since the simplicity of cube surface. Algorithm 1 illustrates the rendering of a novel view from an arbitrary viewpoint.

Algorithm 1 CSLF Rendering using Ray Casting on Cube Surface
Input: CSLF L
Output: Frame buffer I
1: Initialize the frame buffer to black
2: Polygonal cube setup C
3: Viewing transformation
4: for all pixels \(p \in I\) do
5: Generate ray \(r_i\) from the viewpoint \(v\) to a specific pixel \(p_i\)
6: Intersection test with \(r_i\) and \(C\)
7: if \(r_i \cap C\) then
8: Convert the first intersection \(v_i\) to \((u,v)\)
9: Convert the second intersection \(v_o\) to \((s,t)\)
10: \(p_i = L(u,v,s,t)\)
11: else
12: Set the \(p_i\) to black
13: end if
14: end for
15: return Frame buffer I

4. Results and Evaluation
4.1. Datasets
Since we use a novel parameterization, the current light field datasets [Dan18, LYJ17] cannot be used directly to evaluate our method. According to Sec. 3.2 , we sample the CSLF for two synthetic scenes: one is the Stanford dragon with specular reflectance and the other is the Cornell box with global illumination. All presented results are generated using a desktop PC with an Intel(R) Xeon(R) CPU E5-1650 v4 @ 3.60GHz, 16GB RAM and Nvidia Quadro K1200 GPU.

Table 1: The statistics of sampling the CSLF by different viewpoint resolutions

<table>
<thead>
<tr>
<th>Viewpoint Resolution</th>
<th>M = 16</th>
<th>M = 32</th>
<th>M = 40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Images</td>
<td>1536</td>
<td>6144</td>
<td>9600</td>
</tr>
<tr>
<td>Sampling Time (s)</td>
<td>9216</td>
<td>36864</td>
<td>57600</td>
</tr>
</tbody>
</table>

4.2. Sampling
To evaluate our method, the CSLFs are sampled with different resolutions both in viewpoint space and image space. Since \(6 \times M \times M \times N \times N \times 6 \times 24\) bits must be much less than the maximum memory and \(512 \times 512\) pixels are usually enough for a single view, we set it to both the upper limit of view resolution and image resolution. When the image resolution reaches at \(512 \times 512\), the viewpoint resolution is limited by \(60 \times 60\) to make the total storage available and without considering the memory occupied by other programs. Therefore, we sample the CSLF using the viewpoint resolutions \(M = 16, 32, 40\) and image resolutions \(N = 64, 128, 256, 512\). Since the path tracing is implemented in GPU and performed progressively, the image resolution and scene’s complexity have little impact on the time cost. We report the total number of sampled images and the time cost for different viewpoint resolutions in Table 1.

4.3. Compression
The sampled datasets are as input of the compression. Figure 3 shows the data amount for the uncompressed and compressed CSLF datasets sampled by different viewpoint resolutions and image resolutions. The compression ratio can reach to 1000:1 using the HEVC encoder while preserving the visual quality, which is because massive redundancy exists in the CSLF and the general cube surface parameterization makes it convenient to compress using existing advanced compression methods.

Figure 3: The memory cost (MB) for uncompressed CSLF (a) and compressed CSLF (b).

4.4. Rendering Quality
To evaluate the render quality, we generate several views with a resolution of \(512 \times 512\) from the Cornell box datasets with seven different resolutions, including \(M \times N = 40 \times 128, 40 \times 64, 32 \times 256, 32 \times 128, 32 \times 64, 16 \times 256, 16 \times 128\). Figure 4 illustrates the results generated by using three interpolation methods in our rendering algorithm, including the nearest method, linear interpolation and bilinear interpolation.

We find that the visual quality varies from different resolutions. Good results without obvious ghosting artifacts can be generated by using the resolutions of \(40 \times 40 \times 128 \times 128\) and \(40 \times 40 \times 64 \times 64\). Given a specific viewpoint resolution, the resolution in image space...
has little impact on the final results. It indicates that a lower image resolution is enough for CSLF rendering. Given a specific image resolution, higher visual quality can be achieved by a larger resolution in viewpoint space, indicating larger viewpoint resolution can be used for improving the quality of CSLF rendering. Moreover, different interpolation methods also have an impact on the rendering results. As can be seen from each column of Fig. 4, the highest quality is generated by bilinear interpolation, indicating that a good interpolation requires less resolution for providing comparative visual quality in the CSLF.

### 4.5. Limitations and Future Work

Although our parameterization supports the novel views rendering without exact geometry, it is a pure image-based method thus requiring a dense sampling for antialiasing rendering. Despite the compression has reached a certain level, such as 40:1-1000:1, it still requires much memory to generate high-quality novel views.

In the future, we would like to further exploit the redundancy in CSLF and develop an algorithm for optimally compressing, perhaps using the deep learning techniques similar to those used in image compression.

For the CSLF in real scenes, our method may require a large number of images captured by hand-held cameras or special camera rigs. Moreover, the 4D CSLF does not support dynamic scenes inherently. A potential solution is to add the time dimension to our CSLF.

In addition, CSLF rendering is real-time in GPU, independent with the complexity of scenes or light conditions, indicating that our method can be used for the acceleration for time-consuming global illumination methods. However, we only evaluate seven configurations of subdivision and three different methods for ray’s interpolation by which the visual quality is limited. Based on the cube surface parameterization, we would like to further develop...
algorithms for the high-quality rendering with moderate light field resolution.

5. Conclusions

This paper has proposed a novel parameterization that represents the light field of an object or scene by a general cube surface. Based on the cube surface parameterization, a Monte Carlo path tracing based sampling method has been proposed to generates multi-resolution CSLF datasets. A tailored compression method has also been presented and the data amount of CSLF can be reduced to 1/1000. Moreover, we have presented the subsequently real-time CSLF rendering method that supports generating the viewpoint-dependent and photo-realistic effects from arbitrary viewpoints outside the cube surface. Our method has been evaluated through various experiments and comparisons. Results have demonstrated that our cube surface parameterization can simultaneously achieve the three characteristics 1) effectively sampling the light field of an object with unknown geometry, 2) efficiently compressing and 3) real-time rendering from arbitrary viewpoints.
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