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Figure 1: The acquisition pipeline: An object of interest is acquired with specific acquisition devices. The digitized geometry (exemplarily illustrated as a triangle mesh) and appearance (exemplarily illustrated as a BTF, i.e. a stack of surface textures for different configurations of view and light directions) enable a subsequent visualization of the digitized object.

Abstract

This tutorial is focused on acquisition methods for geometry and reflectance as well as strategies towards an efficient acquisition pipeline to fulfill the demands of industry with respect to mass digitization of 3D contents. We provide a thorough overview of the standard methods for the acquisition of both geometry and reflectance of surfaces with different types of reflectance behavior ranging from diffuse over opaque to specular surfaces or even translucent and transparent surfaces as well as the necessary preliminaries of material appearance and setup calibration. As standard acquisition techniques are only well-suited for a limited range of surface materials, we will also discuss strategies on how an efficient, fully automatic acquisition can still be achieved when no prior information with respect to the surface reflectance behavior is available. In addition, a discussion of strategies regarding an acquisition in the wild, i.e. under uncontrolled conditions, is provided.
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2. Introduction
The rich information perceived via the senses of the human perceptual system such as sight, hearing, taste, smell, touch and balance greatly supports us in exploring our environment and, combined with our gained experience, allows us to infer insights regarding daily life tasks such as how we have to interact with the content of the surrounding environment. Among these senses, sight is probably the most important one for these interactions as it allows a touchless close-range and far-range perception of our environment, whereas the other senses allow a more limited perception and interaction. The content we visually perceive in a scene is characterized by the presence and arrangement of objects, their shapes, as well as their attached colors and textures. However, observed colors and textures do not appear arbitrarily, but result from a material-specific surface reflectance behavior based on characteristic material traits and are strongly depending on the interplay of surface geometry, material properties and illumination characteristics. From the gained impression of the observed objects and materials, further insights regarding physical and functional properties such as their deformability, fragility, density, weight, value, thermal conductivity or toxicity can be derived. Indeed, based on visual perception, we not only get impressions about a characteristic look but also an accompanying “feel” for materials.

However, we do not only encounter physical objects and materials in everyday life, but also more and more digital objects or materials. With the steady increasing capacity of computing hardware, the creation of digital content has gained an enormous attention in the recent decades. While the numerous traditional applications focused on the demands in the entertainment industry with respect to video games and movies, digital content has also become an ubiquitous component for a much wider range of applications such as virtual prototyping, advertisement or digital preservation of objects for cultural heritage. In addition, the upcoming interest in virtual reality applications or augmented reality applications further pushes the need for digital 3D content. While content creation can be performed manually by designers in a time-consuming process, there is often no alternative to an accurate digitization of physical objects including both geometry and reflectance characteristics where even the finest details of surface geometry and surface materials should be accurately captured so that they can be reproduced in virtual scenarios.

2.1. Material Acquisition in Industry and Object Digitization in Cultural Heritage
For many industrial applications such as movies, games, advertisement or visual prototyping, there is a need for digitized materials to represent object surfaces of any kind. These digitized materials should transport the characteristic “look” and “feel” for the individual real materials so that the resulting digitized objects such as e.g. cloth, furniture or cars appear as realistic as possible to the observer and increase the realism of the scenarios shown in video games, movies or marketing applications. In order to obtain accurate digitized surrogates of physical materials, both the surface profile and the surface reflectance behavior have to be acquired appropriately.

While these aforementioned examples typically focus on the acquisition of flat material samples, several applications also require objects to be digitized completely with both their 3D shape and their reflectance behavior. For instance, the digital preservation of objects has a great importance in cultural heritage. The typical acquisition scenario for cultural heritage objects is shown in Figure 1. Both the geometry and the reflectance characteristics are acquired with certain acquisition techniques such as e.g. highly optimized devices as discussed in [SSW’14]. While the geometry is often stored as a point cloud, a mesh or in a volumetric representation, the reflectance is stored in terms of different reflectance functions that describe the material appearance depending on a multitude of involved parameters.

2.2. The Acquisition Ecosystem
The basic components of the acquisition ecosystem as depicted in Figure 2 are given by (i) hardware components that are required for the acquisition, (ii) techniques for the radiometric and geometric calibration of the involved components, (iii) geometry acquisition...
techniques, (iv) reflectance acquisition techniques, (v) assistance systems that might increase the efficiency of the acquisition, such as e.g. a prior material recognition step to select adequate acquisition techniques for the object of interest, and (vi) visualization techniques to depict the digitized models.

The required hardware components include a large variety of different sensor types such as cameras or other detectors, components for actively illuminating objects that are required for several of the methods to acquire geometry and reflectance, components that might be required to build the respective acquisition devices such as turntables or other components required to build a gantry where the involved components can be mounted.

Calibration techniques are required to allow an acquisition of objects from multiple viewpoints and under different illumination conditions. Therefore, not only the arrangement of the involved components has to be determined, but also the characteristics of e.g. the illuminants or the sensors have to be considered. This allows measurements taken from different viewpoints or taken under different illuminations to be combined in order to obtain the characteristics of surface reflectance behavior of the acquired objects.

In order to obtain faithful reconstructions of the appearance for the objects to be digitized, geometry acquisition techniques have to be applied that allow to acquire the surface geometry with its details adequately. As it is demonstrated by the wide range of diverse approaches presented in literature, there is no technique capable of handling the full range of materials that objects might consist of. Instead, the numerous developed techniques typically focus on only a limited fraction of the materials. Some methods are only applicable to acquire objects with diffuse surface reflectance, some techniques are also applicable if there is an additional specular component in the surface reflectance behavior as seen in many glossy materials. Furthermore, several techniques are directly designed for mirroring objects, for translucent objects or for transparent objects. After applying the individual acquisition techniques, the measured object geometry is typically stored in the form of point clouds, meshes or volumetric representations.

Similar to the geometry acquisition techniques, reflectance acquisition techniques that have been developed to capture the surface reflectance characteristics are also only applicable for a limited range of materials. The complexity of the surface reflectance behavior determines the number of parameters that are involved and, hence, have to be measured. These measurements allow surface reflectance to be stored in terms of certain reflectance models that are capable of representing certain materials. Different acquisition devices have been developed for acquiring the respective reflectance models that have been discussed in literature so far. As the acquisition times increase significantly with each additional parameter that is measured, the user typically selects the reflectance model according to his expertise so that only the required parameters are measured.

In many cases, especially in the industrial scenarios, the acquisition process should be as efficient as possible to allow for a highly efficient mass digitization of 3D contents. Therefore, assistance systems are required that allow a highly efficient automatic acquisition process. In particular, only the really necessary data should be measured in order to reduce the acquisition time as much as possible.

Finally, the digitized geometry and reflectance properties of the respective objects need to be visualized again which leads to a need for adequate visualization techniques.

2.3. Course Objectives

The highly accurate digitization of materials or objects has represented one of the main research topics in computer graphics and computer vision for decades. In particular, there is a demand for an extremely high visual quality of digitized materials or objects. This means that not only highly detailed and hole-free 3D surface geometries, that even include fine surface details such as scratches or engravings, should be captured, but also reflectance characteristics have to be accurately acquired, ideally directly on the true surface geometry, to achieve photo-realistic visual reproductions of real-world objects. This allows fine material characteristics such as e.g. the weave pattern of cloth or the grain of leather to be accurately reproduced in a virtual setting. Automatic reflectance acquisition devices such as gonioreflectometers or camera arrays are capable of taking images of an object under a huge multitude of varying viewing and illumination conditions. In order to reconstruct the underlying surface geometry, these setups are typically equipped with laser scanners or structured light systems as well.

However, accurately capturing the 3D shape of objects and optical properties of materials is especially challenging for objects made of materials with complex reflectance behavior. As a result, there is still a need for accurate acquisition techniques which are suited to handle surfaces with complex reflectance behavior such as mirroring surfaces, translucency, transparency, etc. Unfortunately, current state-of-the-art acquisition techniques are designed for only a limited range of surface reflectance and the user typically selects appropriate ones based on his experience (see Figure 3). This represents the typical acquisition scenario with respect to cultural heritage artifacts. In a similar way, the user has to select the respective industrial workflow depending on the material of the object in the scope of many industrial applications. In both cases, the ultimate

Figure 2: The acquisition ecosystem. In this course, we will discuss the advances with respect to geometry and reflectance acquisition techniques, and we will present techniques that might increase the efficiency of the automatic acquisition pipeline.
prerequisite is formed by the existence of acquisition techniques appropriate for the different surface materials that might occur. For objects with heterogeneous surface reflectance behavior due to different surface materials, such as diffuse and mirroring parts of the surface, the acquisition expert has to select adequate techniques for the different material types and to merge the resulting reconstructions (see Figure 4).

Furthermore, the demand for creating large quantities of digital contents also pushes the focus towards fully automatic and highly efficient solutions that allow masses of objects to be acquired as fast as possible. In addition, handling the individual objects appropriately in a supply chain using robotized control systems requires work processes to be adapted to their respective surface materials. Therefore, as-efficient-as-possible solutions have become a crucial prerequisite in many industrial applications. Instead of the above-mentioned traditional user-guided acquisition schemes, the presence of the individual, occurring surface materials should guide the acquisition process if there is no prior knowledge about the object surface available. Hence, automatically recognizing the surface materials represents a key component for automatic acquisition pipelines as it allows making decisions such as reasoning about fragility, deformability, weight, etc., which, in turn, naturally guide the interaction of humans with objects in daily life.

Instead of naively processing each region several times using different methods as illustrated in Figure 5, only those methods should be selected from a pool of material-specific acquisition techniques for which at least a certain part of the object surface exhibits the corresponding reflectance behavior assumed by these methods (see Figure 6). For instance, in order to acquire the surface geometry of a heterogeneous object with both diffuse and mirroring surface parts, only a reliable shape acquisition technique for diffuse objects and a respective method for mirroring objects should be involved. Furthermore, based on the material properties, there is also the possibility to automatically detect cases where none of the available reconstruction techniques is appropriate. In an initial stage before the actual acquisition, it is therefore desirable to reliably recognize the present surface materials. Subsequently, these recognized surface materials can be used to guide the acquisition process.

In the scope of this course, we focus on

- advances in geometry acquisition,
- advances in reflectance acquisition, and
- concepts towards a more efficient automatic acquisition process,

which cover techniques belonging to three components of the aforementioned acquisition ecosystem as shown in Figure 2 that are most crucial for an accurate acquisition process.

2.4. Course Outline

The course is organized in six parts. After this introduction with the basic motivation and the main objectives of this course in Section 2, we discuss the preliminaries of material appearance that are relevant for an adequate acquisition process in Section 3. Furthermore, we shortly discuss fundamentals with respect to the calibration of individual setup components in Section 4. This is followed by a detailed review of the advances in geometry acquisition (see Section 5), mesh reconstruction (see Section 6) and in reflectance acquisition (see Section 7). Finally, Section 8 concludes the course with a survey on different application scenarios and novel trends in acquisition.

3. Preliminaries of Material Appearance

In order to analyze material appearance, it is essential to have a closer look at material properties and how these can be visually derived from the image content. In this context, a key observation is that the visual complexity of surface appearance is characterized by the complex interplay of surface material, surface geometry and illumination. For this reason, human perception can only observe material appearance depending on all of the involved modalities of material properties, surface geometry and illumination conditions determined by the environment. Similarly, standard acquisition devices are also only capable of capturing the coupling of the respective modalities, which consequently also influence the results of image analysis such as extracted feature descriptors. Directly separating these modalities would require a-priori information regarding a subset of these modalities and, hence, turns out to be a chicken-and-egg problem.

In the following, we will first give a brief overview on the characteristics of material appearance and discuss the dependency of material appearance with respect to scale, illumination and surface geometry (Section 3.1). Subsequently, we discuss a taxonomy of surface classes with respect to the characteristics of light transport induced by surface reflectance properties which is relevant for 3D geometry acquisition (Section 3.2). This is followed by an overview of commonly used reflectance models (Section 3.3).

3.1. Basics of Material Appearance

When looking at the materials of objects present in our daily life, we may easily get a first impression of the complexity of visual material appearance. Some exemplary objects or material samples are depicted in Figure 7. While some of the respective materials are flat, others have a characteristic relief structure. While some of them have only a single color, others are colorful. On some objects, we observe specular highlights or even see reflections of the environment, while other objects appear matte. Of course, there are many more of such examples in daily life. In order to understand the key effects influencing material appearance, we first may have a closer look at the underlying physical effects that characterize material appearance.

Before we discuss the physical background with respect to light exchange at material surfaces in Section 3.1.2, we first briefly review some basics of radiometry in the following Section 3.1.1.

3.1.1. Radiometric Quantities

The term light can be seen as a synonym for electromagnetic radiation. Due to the characteristics of light propagation, light is often represented by straight lines and the respective physical relations based on this ray representation are denoted as ray optics. Based on the mathematical definition, a ray $\mathbf{r}$ can be parameterized as a
Figure 3: User-guided acquisition process: An acquisition expert selects appropriate acquisition techniques based on his experience.

Figure 4: User-guided acquisition process with a manual merging step: An acquisition expert selects appropriate acquisition techniques based on his experience and manually merges the results obtained from the individual techniques to a final reconstruction result.

Figure 5: Naïve automatic acquisition process: The object of interest is measured using all the available acquisition techniques. Subsequently, the individual reconstructions have to be merged in order to get an adequate reconstruction.
Figure 6: Example of a more efficient automatic acquisition process: Based on a prior material recognition step, the respective annotations of the most similar material in a database can be used to guide the acquisition process. Consequently, only the techniques that are adequate regarding the reconstruction of the particular material are involved which leads to a significant increase in efficiency.

Figure 7: Illustration of exemplary objects and material samples with different appearance characteristics.

mapping $\mathbb{R}^+ \rightarrow \mathbb{R}^3$ using the ray origin $o \in \mathbb{R}^3$ and a ray direction $d = (d_1, d_2, d_3)^T$

$$r : \mathbb{R}^+ \rightarrow \mathbb{R}^3$$
$$s \mapsto o + sd,$$  \hspace{1cm} (1)

where $s \in \mathbb{R}$ represents a scalar value.

Light might be monochromatic, i.e. it contains radiation of only one single wavelength which is valid mostly for lasers, or polychromatic, i.e. it contains radiation of multiple wavelengths. The usual case of polychromatic light is typically specified in terms of a spectral power distribution $\lambda \in \mathbb{R}^+ \mapsto L(\lambda) \in \mathbb{R}^+$, that describes the amount of electromagnetic radiative power $L$ at every individual wavelength $\lambda$. The portion of the light spectrum that is visible to the human eye covers wavelengths $\lambda$ between 380nm (violet) and 780 nm (red). This visible spectrum is adjoined by the ultraviolet...
(UV) spectrum for wavelengths below 380nm and by the infrared (IR) spectrum for wavelengths above 780nm. In the scope of this course, we will focus on the tristimulus values red (R), green (G) and blue (B). These tristimulus values can be derived from a spectral power distribution based on inner products with suitable color matching functions such as e.g. CIE RGB [SG31].

Light can be quantified in terms of the radiant flux or radiant power $\Phi$ (J s$^{-1}$) or [W]) which is given by the flow of radiant energy $Q$ [J] per unit time $\Delta t$, i.e. $\Phi = \frac{dQ}{dt}$. If more radiant flux is passing a region with fixed extent, the region will appear brighter. Furthermore, the definition of radiant flux $\Phi$ does also not depend on the direction of the light flow. For diffuse surfaces, the light flux flows through or from a surface area uniformly into all directions, and, hence, the area looks equally bright under different viewing directions. Otherwise, the surface brightness might also vary for different viewing angles if the material shows a preferred direction of reflection as given for e.g. glossy or specular materials.

In order to provide a better understanding of the light flow and its direction, we have to consider further radiometric quantities. The differential amount of flux that is arriving at the surface per unit area $\Delta A$ is defined as irradiance $E = \frac{d\Phi}{dA}$ or $\frac{d\Phi}{dAm} W m^{-2}$ sr$^{-1}$]. Similarly, the exitance is also defined by $E = \frac{\Phi}{4\pi}$ sr. However, it represents the differential exit flux leaving the surface per unit area $\Delta A$. For surfaces with inhomogeneous flux, the irradiance or exitance depends on the local surface point $x$, i.e. $E = E(x)$. In contrast, for surfaces with homogeneous flux distribution, the irradiance can be represented by the total flux per surface area.

Furthermore, the flux per differential solid angle $\Delta \Omega$ is defined as intensity $I = \frac{\Phi}{4\pi}$ Wsr$^{-1}$]. The unit of the solid angle is Steradian [sr]. If $\Delta \Omega = 1sr$, the area of a sphere with radius $r$ inside the cone of the solid angle has the value $r^2$. As the surface of a sphere with radius $r$ is given by $4\pi r^2$, the sphere of directions around a point has a solid angle of $4\pi sr$. Consequently, the intensity of a point light source that emits a radiant flux of $\Phi W$ uniformly into all directions on the unit sphere can be computed as $\frac{\Phi}{4\pi} W sr^{-1}$.

Finally, the radiance $L$ denotes the differential amount of radiant flux $d\Phi$ per projected differential area $\Delta A$ and per unit solid angle $d\Omega$, i.e. $L = \frac{d\Phi}{dA d\Omega} W m^{-2} sr^{-1}$. Projected area means that the area has to be projected along the direction of the light flow. Please note that the same projected areas might correspond to differently sized actual surface areas depending on the local surface orientation. This needs to be accounted for and, hence, the radiance can be expressed by

$$L(\omega) = \frac{d^2\Phi}{dA d\omega} = \frac{d^2\Phi}{dA \cos \theta d\omega}[Wm^{-2}sr^{-1}].$$

The inclination angle $\theta$ is defined between the local surface normal $n$ and the direction of the light flow. Integrating the radiance arriving from the upper hemisphere $\Omega$ with respect to the local surface normal gives the irradiance

$$E = \frac{d\Phi}{dA} = \int_{\Omega} L \cos(\theta) d\omega.$$

Under the assumption of vacuum, the radiance remains constant along a ray [Gla95]. In the simplified model of ray optics, this assumption is often used. When a medium such as air or water is considered, the light propagation can be modeled by using respective interaction events that change the power of the light ray.

Furthermore, light might be polarized. Polarization describes the orientation of the electromagnetic wave perpendicular to the propagation direction in space. In some acquisition techniques, the properties of polarization are used by e.g. employing polarization filters to separate the direct and the global components.

3.1.2. Light Interaction at Surfaces

As already discussed before, material appearance is determined by the complex interplay of light, surface geometry and material properties of the surface. Considering the general case where the incoming radiant flux arrives at the surface at position $x_i$ at the time $t_i$ with the wavelength $\lambda_i$, the flux might enter the material, travel through the material and exit the material at position $x_t$ and the time $t_t$ with the possibly changed wavelength $\lambda_t$. The direction of the incoming flux $(\theta_i, \varphi_i)$ and the direction of the exiting flux $(\theta_r, \varphi_r)$ are usually represented based on using local coordinate frames that depend on the individual surface points $x_i$ and $x_t$ that are parameterized over the surface and, hence, parameterized in 2D. Figure 8 illustrates this process. Depending on the material type, this rather general, 12-dimensional model might be significantly simplified. Typical assumptions made in the great majority of publications are that the light transport at the surface happens in an infinitesimal period (i.e. $t_i = t_t$), that there is no time dependency of the reflectance behavior (i.e. $t_0 = t_i = t_t$), that the wavelength remains unchanged (i.e. $\lambda_i = \lambda_t$) and that the incoming flux is completely reflected at the surface (i.e. $x_t = x_i$).

In this context, it is furthermore inevitable to take into account that material appearance is a scale-dependent phenomenon. On a microscopic scale, i.e. the scale of atoms and molecules, the interactions of photons with the atoms or molecules of a particular material have been analyzed in the domain of quantum optics. Clearly,
these structures cannot directly be observed by the human visual system. Nevertheless, they significantly contribute to material appearance. In particular, they determine the appearance of all materials, e.g., metals, paper, plastics, etc. On a slightly coarser scale, studies in the field of wave optics have considered the interactions of light with small structures with a size of approximately the wavelength of light to describe effects such as polarization or diffraction. Furthermore, material appearance is also characterized by effects of light exchange happening on a *mesoscopic* scale at fine details in surface geometry such as scratches, engravings, weave-patterns of textiles or embossing of leathers. Such surface structures cause effects like interreflections, self-occlusions or self-shadowing (see Figure 9). While the effects on these aforementioned scales obviously represent the material characteristics and determine the material appearance, the 3D geometry of the object with the respective, considered material also influences the material appearance significantly. Considering this *macroscopic* scale, regular structures such as present in e.g., woven cloth, brushed metal or surface textures of certain objects might appear distorted in the image because of the dependency on the object geometry.

Unfortunately, the consideration of these scales suffices only for a close distance between the surface material and the human observer. For an increasing distance, the effects of light exchange at fine surface details such as scratches, engravings, weave-patterns or embossing will become less visible and finally not be perceivable as mesostructures anymore. Hence, they might be treated as irregularities in a different kind of microscopic scale. To give a further example, shininess of specular objects or translucency might also depend on the distance between object and observer.

When considering a highly specular surface with a rough surface profile from a close range, the resolution of the human visual system is sufficient to perceive the many surface patches with different surface normals, and the material will appear specular. With an increasing distance to the surface, the resolution of the visual system will become insufficient to perceive the appearance of all the individual surface patches with different orientations separately and, instead, perceive a superposition of the appearances of several of these patches. This will lead to a transition from specular to diffuse appearance perception. In contrast, for flat, highly specular surfaces, the surface will also appear highly specular with an increasing distance. In a similar way, the appearance of translucent objects with a rough surface profile is characterized by subsurface scattering effects when viewed from a close range. For an increasing distance, such objects might be perceived as opaque, if only the superposition of the appearances of the individual patches with the subsurface scattering effects is perceived by the visual system. This clearly indicates that the definition of scale is of dynamic nature. Therefore, material appearance involves a multitude of scales \( \ldots \subset D_{l-1} \subset D_l \subset D_{l+1} \subset \ldots \) ranging from an atomic scale to the intergalactic scale [Kaj85, Sch97, MMS *04].

### 3.2. A Taxonomy of Surface Classes

As, to the best of our knowledge, none of the available acquisition techniques is capable of handling arbitrary materials, the idea of grouping the individual materials according to the acquisition principles applicable to the individual material groups becomes immediately evident. It is easy to imagine that these groups strongly rely on a clustering of the materials with respect to the complexity of their visual appearance.

In this spirit, the authors of [IKL* 10] consider a taxonomy of object classes based on increasing complexity in light transport due to different types of interaction of the light with matter. In particular, nine classes have been identified for categorizing the properties of surface reflectance behavior:

- **rough surfaces with diffuse or near diffuse reflectance**
- **glossy surfaces with mixed diffuse and specular reflectance**
- **smooth surfaces with ideal or near ideal specular reflectance**
- **surfaces where light is scattered multiple times underneath the surface**
- **smooth surfaces with ideal or near ideal specular refraction**
- **volumes with light emission or absorption**
- **volumes where a light ray is scattered only a single time**
- **volumes where a light ray is scattered multiple times**
- **mixed scenes containing several of the other types**

In the scope of this course, we focus on analyzing the acquisition of solid objects and, hence, do not further discuss acquisition techniques designed to handle volumetric phenomena such as fog or fire. For this reason, we rather give a brief survey on the main trends in shape acquisition for the remaining classes according to the survey in [IKL* 10] with extensions to more recently published techniques that improved the state-of-the-art.

#### 3.2.1. Rough Surfaces with Diffuse or Near Diffuse Reflectance

The direction-independent fraction of the light reflected at a surface is denoted as diffuse reflection (see Figure 10a). For diffuse surfaces that are also referred to as materials with Lambertian reflectance behavior, the incoming light is uniformly reflected into the full hemisphere with respect to the local surface normal of the object geometry. This means that the surface can be perceived in a view-independent way, i.e., the surface appears identically from any different direction. In this case, the amount of the reflected light only depends on the direction of the incoming light \( L_i \). This can be seen when looking at the respective reflectance model for diffuse surfaces, which describes the amount of reflected light \( L_{\text{diffuse}} \) according to

\[
L_{\text{diffuse}} = L_i \cdot k_{\text{diffuse}} \cos \theta .
\]

The inclination angle \( \theta \) is measured between the local surface normal vector \( \mathbf{n} \) and the direction of the incoming light. Furthermore, the parameter \( k_{\text{diffuse}} \) denotes a constant term that describes the degree of diffusivity of the surface. Consequently, the largest fraction of the incoming light is reflected if the light direction of the incoming light is perpendicular to the surface.

As both the direction \( \mathbf{d}_i \) of the incoming light and the local surface normal \( \mathbf{n} \) are typically normalized to unit length, the relation

\[
\cos \theta = \mathbf{n} \cdot \mathbf{d}_i
\]

holds, and the diffuse reflection can be written as

\[
L_{\text{diffuse}} = L_i \cdot k_{\text{diffuse}} (\mathbf{n} \cdot \mathbf{d}_i).
\]
Due to the view-independent observation of the surface appearance, the geometry of such diffuse objects can be typically acquired in a rather easy way and a multitude of respective acquisition techniques for such surfaces have been developed.

3.2.2. Glossy Surfaces with Mixed Diffuse and Specular Reflectance

For glossy surfaces, there is a (non-ideal) specular reflectance component in addition to a diffuse reflectance component

\[ L_{\text{glossy}} = L_{\text{diffuse}} + L_{\text{specular}}. \] (7)

This specular reflectance component depends directionally on the reflected light as illustrated in Figure 10b, i.e. more light is reflected into preferred directions. As a consequence, the amount of reflected light depends on the direction of the incoming light \( \mathbf{d}_i \) and the direction of the outgoing light \( \mathbf{d}_o \). Hence, the observed material appearance is view-dependent as seen e.g. in the perception of specular highlights on glossy surfaces.

3.2.3. Smooth Surfaces with Ideal or Near Ideal Specular Reflectance

For (near) ideal specular surfaces, the incoming light \( L_i \) is (almost) completely reflected into the direction

\[ \mathbf{d}_{i_{\text{ideal reflection}}} = 2 \mathbf{n}(\mathbf{n} \cdot \mathbf{d}_i) - \mathbf{d}_i \] (8)

as illustrated in Figure 10c. Here, the angles between the direction of the incoming light \( \mathbf{d}_i \) and the local surface normal \( \mathbf{n} \) and between the direction of the reflected light \( \mathbf{d}_r \) and the local surface normal \( \mathbf{n} \) have the same value \( \theta \).

Materials with (near) ideal specular reflectance characteristics typically do not have an own characteristic appearance themselves but rather reflect the surrounding environment in a view-dependent manner. Therefore, the geometry reconstruction for objects with such a reflectance behavior is rather challenging.

3.2.4. Surfaces Where Light is Scattered Multiple Times Underneath the Surface

The challenge in accurately acquiring shape and reflectance of translucent objects such as skin, plastics, wax or several types of minerals arises from the light transport within the object. In particular, the incoming light enters the material and travels through the material where it is scattered as illustrated in Figure 10d. This means that a certain fraction of the incoming light leaves the material at surface points that do not coincide with the point where the incoming light has hit the surface. This makes the acquisition of translucent materials rather challenging. When e.g. actively illuminating such translucent objects with a coded structured light pattern, these non-local subsurface scattering effects induce a blurring of the observed pattern and, hence, make a triangulation-based reconstruction from the decoded correspondences rather unreliable.

3.2.5. Smooth Surfaces with Ideal or Near Ideal Specular Refraction

For surfaces of this class, the incoming light \( L_i \) which has traveled through a first material completely enters a second material instead of being reflected at the surface (see Figure 10e). At the transition of the observed pattern and, hence, make a triangulation-based reconstruction from the decoded correspondences rather unreliable.

\[ \eta_1 \sin \theta_1 = \eta_2 \sin \theta_2, \] (9)

the amount of light that is refracted inside the second material only depends on the properties of the second material. This phenomenon can be observed when looking at the stem of water reed. Where the stem exits the water, there seems to be a kink in it. Acquiring the geometry and reflectance of refractive objects is challenging as such objects might also exhibit inhomogeneous reflectance characteristics induced e.g. by a spatially varying refractive index or by inclusions of Lambertian or opaque material components as given in many minerals.

3.3. Commonly Used Reflectance Models

For an adequate acquisition of surface reflectance, the complexity of visual surface reflectance has to be considered in a similar way as in the context of geometry acquisition. The categorization of materials as discussed in Section 3.2 indicates that visual material appearance is characterized by different phenomena of light exchange with a particular object surface of interest, which might

\[ \rho \]
Figure 10: Illustration of different types of surface reflectance behavior for incoming light.

(a) Diffuse reflection. (b) Glossy reflection. (c) Almost ideal specular reflection. (d) Subsurface scattering. (e) Specular refraction.

also be explored when focusing on reflectance acquisition. In particular, diffuse and specular components as well as potentially occurring subsurface scattering or refraction characteristics have to be considered in the reflectance models, and the respective reflectance acquisition is typically designed according to the assumed underlying model. So far, many different models have been proposed in the literature to model surface reflectance behavior, each focusing on accurately representing a certain subset of the possible materials. However, efficiently modeling surface reflectance behavior is also coupled with the use of an adequate model, which should have as few parameters as possible to still enable a faithful depiction of the material in a synthetic image within an acceptable acquisition time. Therefore, modeling e.g. the surface reflectance behavior of a diffuse object, where the incoming light is reflected uniformly into a hemisphere on the local surface patch, requires considering different material characteristics than modeling surface reflectance of mirrors, which is determined by an almost ideal direct reflection of the incoming light. Similarly, modeling reflectance behavior for materials with both diffuse and specular components or translucent and transparent materials requires considering the respectively relevant characteristics of the individual materials. In this regard, reflectance acquisition strongly depends on the representation used to model the reflectance of a particular material, as some parameters might not have to be measured. For e.g. a diffuse material, there is no need to capture the specular characteristics, which allows to reduce the hardware usage and, hence, to speed up the measurement process.

A rather general way to model surface reflectance can be seen in using a function

\[ \rho(x_i, \theta_i, \phi_i, t_i, x_r, \theta_r, \phi_r, t_r, \lambda_i), \]

which captures reflectance depending on the twelve parameters of incoming light direction \((\theta_i, \phi_i)\), the position \(x_i\) where the light hits the surface at the time \(t_i\) with the wavelength \(\lambda_i\), the position \(x_r\) where the light exits the surface with the outgoing light direction \((\theta_r, \phi_r)\) at the time \(t_r\) with the wavelength \(\lambda_r\) (see Section 3.1). Typically, the time and the wavelength characteristics are omitted for simplicity, i.e. it is assumed that \(t_i = t_r\) and \(\lambda_i = \lambda_r\).

The plenoptic function \(P(X, \theta, \phi)\) has been introduced in [AB91] as a function that describes the radiance sent from a certain scene point \(X \in \mathbb{R}^3\) into the direction \((\theta, \phi)\). Assuming that an arbitrarily complex shaped surface \(S\) with the bounding volume \(V\) is embedded in the considered scene volume, the radiance values observed at points \(x \in \partial V \subset \mathbb{R}^2\) on the surface from a viewpoint outside \(V\) with viewing directions \((\theta, \phi)\) can be used to represent the appearance of the object surface \(S\) for a given, static illumination [GGSC96, LH96]. As the surface points can be parame-
terized over the surface $S$, it is possible to use a four-dimensional function $\rho_{SLF}^r(x, \theta, \phi, \gamma)$, the radiant surface light field, instead of the five-dimensional plenoptic function $P(X, \theta, \phi)$. If the viewpoint is inside the volume $V$, the incident surface light field $\rho_{SLF}^i(x, \theta, \phi)$ can be observed [LH96]. Consequently, a radiant light field $\rho_{SLF}^r(x, \theta, \phi)$ observed at particular scene points $x_i$ from the viewing angles $(\theta_i, \phi_i)$ can be interpreted as a general response of the arbitrary complex scene to an incoming light field $\rho_{SLF}^i(x, \theta, \phi_i)$. From the definition of surface light fields it becomes obvious that they can only be used to describe static light field \(\rho\) and not the possibly occurring incident illuminations. Typically, reflectance i.e. a reflectance field describes the exitant radiance depending on object and it is assumed that the viewpoint is outside this bounding volume and that the light is also coming from outside. This allows to use the reflectance field to represent material appearance under arbitrary new viewpoints and illumination conditions by sampling the outgoing light fields under a set of basis incident light fields. The linearity of light transport allows the definition of new illumination conditions in terms of a linear combination of the illumination basis. The definition \(\rho_{BF}^r\) is closely related to the definition of the bidirectional scattering-surface reflectance distribution function (BSSRDF) [NRH*77] given by

\[
\rho_{BSSRDF}(x, \theta_i, \phi_i, x, \theta, \phi) = \rho_{BF}^r(x, \theta_i, \phi_i, x, \theta, \phi) \quad (11)
\]

and even would be identical if the true surface is used.

Assuming that the surface reflectance is defined on the object surface similar as for BSSRDFs but assuming $x_i = x_r = x$, i.e. that light is not scattered inside the material, the inhomogeneous reflectance behavior can be explained by six-dimensional spatially-varying bidirectional reflectance distribution functions (SVBRDFs)

\[
\rho_{SVBRDF}(x, \theta, \phi, \theta_i, \phi_i) \quad (13)
\]

In contrast, another six-dimensional representation is given by bidirectional texture functions (BTFs) which can be obtained by assuming far-field illumination where the light sources are infinitely far away. This means that the incident radiant is the same for all surface points. i.e. $\rho_{BF}^i(x, \theta, \phi_i) = \rho_{BF}^i(\theta, \phi)$ and can be formulated as an eight-dimensional function

\[
\rho_{BF}^i(x, \theta_i, \phi_i, x, \theta, \phi) \quad (16)
\]

which still is capable of modeling subsurface-scattering effects. Additionally assuming non-subsurface scattering reflectance, the bidirectional reflectance distribution function (BRDF)

\[
\rho_{BRDF}(\theta_i, \phi_i, \theta, \phi) \quad (17)
\]

models the reflectance behavior under the remaining four parameters. Considering BTFs or SVBRDFs and additionally assuming homogeneous surface reflectance also leads to the BRDF model. Assuming non-anisotropic reflectance, isotropic BRDF models represent a further simplified reflectance model. In addition, the diffuse surface reflectance function represents a further four-dimensional representation depending on the parameters $\theta_i, \phi_i, \theta$ and $\phi$ to model diffuse surfaces. Further non-material dependent simplifications of BTFs, as illustrated in Figure 11, are the restriction to a fixed lighting or a fixed view resulting in four-dimensional surface light fields (SLFs)

\[
\rho_{SLF}(\theta_i, \phi_i) \quad (17)
\]

\[
\rho_{SRF}(\theta_i, \phi_i) \quad (18)
\]

respectively. In the case of diffuse reflectance, this can be further simplified to two-dimensional texture maps or bump maps

\[
\rho_{Texture Map/Bump Map}(x) \quad (19)
\]

This hierarchy of commonly used reflectance functions according to [MMS*04, DLG13] is shown in Figure 11. Depending on the parameters of the respective material model, the acquisition device has to be designed in a way that material appearance can be captured under the involved parameter configurations. Further details regarding the individual reflectance models and their acquisition are discussed in Section 7.

4. Calibration

While the course mainly focuses on the review of methods for geometry and reflectance acquisition, we also provide a short discussion of fundamental properties that have to be considered for the calibration of the respective setups as calibration is an important aspect of the acquisition ecosystem. If several measurements of the geometry in a scene or the corresponding reflectance behavior have been performed, these measurements need to be brought into some kind of reference system. Unfortunately, the discussion of all the details that have to be considered and the individual techniques that have been proposed in literature so far would be too comprehensive to include them into this course. For this reason, we will only provide brief discussions in this section in order to establish an awareness regarding why individual calibration techniques are needed and some rather general ideas on how a calibration of individual setup components can be performed. For more detailed surveys on calibration, we refer to the literature.

The relative positions and orientations of the individual components with respect to the object surface as well as device-specific characteristics are important for an accurate acquisition of geometry and reflectance. As a consequence, there is a need for geometric calibration (see Section 4.1) that allows to obtain a geometric relationship between the involved illuminants, imaging sensors and the
object surface during the acquisition. Furthermore, it is usually not sufficient to only consider the position and orientation of components as e.g. the mapping of a 3D scene onto a 2D camera image involves a projection that depends on further camera parameters such as the focal length or the principal point. In addition, the radiometric calibration (see Section 4.1.1), light source calibration (see Section 4.1.2) and turntable calibration (see Section 4.1.3).

### 4.1. Geometric Calibration

The geometric calibration aims at the specification of relative positions and orientations of the individual components involved in the setup by either using certain known calibration objects or possibly also objects with unknown shape. The observations of the object by the imaging sensor at possibly various positions need to be geometrically registered with respect to each other and also regarding the positions of the light source. Often it is not practical to have an adequate number of sensors to densely acquire certain view-light configurations during reflectance acquisition. For this reason, objects are often placed on turntables to simulate the effect of having many sensors. We will therefore give a short overview on camera calibration (see Section 4.1.1), light source calibration (see Section 4.1.2) and turntable calibration (see Section 4.1.3).

#### 4.1.1. Camera Calibration

In order to infer information regarding the shape or reflectance behavior of objects, the relationship between the image domains of the cameras involved in the respective setup and the 3D scene have to be taken into account. In other words, there is a need for a mathematical model that describes how the scene content is imaged by the sensor. This model is often denoted as image formation model as it describes the 3D-to-2D mapping of the scene content into the 2D image plane. After a short discussion of camera models, we provide a short analysis of widely applied strategies for camera calibration. For a more detailed discussion of the corresponding aspects we refer to [HZ04].

Most acquisition techniques are based on the pinhole camera model to describe the projective mapping of the 3D scene content into the 2D image domain. Thus, the image formation can be modeled in terms of a simple matrix multiplication using homogeneous coordinates. Following the principle of a pinhole camera, the relationship between a 3D point \( X \in \mathbb{R}^3 \) with homogeneous coordinates \( X_h \) on the surface of an object in the scene and its observed location \( x \in \mathbb{R}^2 \) with homogeneous coordinates \( x_h \) in the image can be formulated according to

\[
X_h = K[R|T]X_h.
\]  

The projection matrix \( P \in \mathbb{R}^{3 \times 4} \) of the camera describes the intrin-
...sic camera parameters that are contained in the calibration matrix $K \in \mathbb{R}^{3 \times 3}$ as well as the extrinsic camera parameters given by rotation parameters in a rotation matrix $R \in \mathbb{R}^{3 \times 3}$ with three degrees of freedom and three translation parameters in a vector $t \in \mathbb{R}^3$. The intrinsic parameters include parameters $f_x$ and $f_y$ that describe the focal length in the $x$-direction and $y$-direction, the parameter $s$ that describes the skewness of the image pixels and the 2D location $(p_x, p_y)$ of the principal point where the optical axis intersects the image plane. These intrinsic parameters determine the calibration matrix $K$ according to

$$K = \begin{bmatrix} f_x & s & p_x \\ 0 & f_y & p_y \\ 0 & 0 & 1 \end{bmatrix}. \quad (21)$$

Obviously, the projection matrix $P$ has a total of eleven degrees of freedom which have to be estimated from observations. This means that at least six pairs of known 3D points $X_i \in \mathbb{R}^3$ (in general positions) and their corresponding 2D projections $x_i \in \mathbb{R}^2$ in the camera image are required for the camera calibration for the case of a pinhole camera, i.e. to estimate the camera parameters $[HZ04]$. However, while such a rather simple camera model approximately already models the image formation process of real cameras rather well, there are some more effects that often need to be handled as well. For instance, the lens-based optics of many cameras rather well, there are some more effects that often need to be handled well. For instance, the lens-based optics of many cameras might cause non-linear distortions so that a 3D point $X \in \mathbb{R}^3$ is observed at the 2D image location $x \in \mathbb{R}^2$ instead of the position $X \in \mathbb{R}^2$. As a result, distortion models need to be considered as well which typically model radial and tangential distortions. If the radial distortion coefficients are given by $k_1, k_2, k_3, k_4, k_5$ and $k_6$ and the tangential distortion parameters are specified by $p_1$ and $p_2$, the basic pinhole model can be extended by simply adding some intermediate calculations. In a first step, the 3D point $X$ is transformed to a point $X'$ in the camera coordinate system using the extrinsic camera parameters according to

$$X'_h = [R | T] X_h \quad (22)$$

and the components $x' = \frac{x}{z}$ and $y' = \frac{y}{z}$ are extracted from $X'_h = (x', y', z')$. After this transformation into the camera coordinate system, an additional intermediate step is applied that models the distortion due to the lens characteristics. Applying the distortion model yields

$$x'' = x' + \frac{1}{1 + k_1 r^2 + k_2 r^4 + k_3 r^6} \left[ 2p_1 x' y' + p_2 (r^2 + 2 x'^2) \right] \quad (23)$$

$$y'' = y' + \frac{1}{1 + k_1 r^2 + k_2 r^4 + k_3 r^6} \left[ p_1 (r^2 + 2 y'^2) + 2 p_2 x' y' \right] \quad (24)$$

where $r^2 = x'^2 + y'^2$. After the application of the distortion model, the image locations $x = (u, v)^T$ of the respective 3D point can be obtained by applying the calibration matrix $K$ according to

$$\begin{bmatrix} u \\ v \end{bmatrix} = K \begin{bmatrix} x'' \\ y'' \end{bmatrix} = \begin{bmatrix} f_x x'' + s y'' + p_x \\ f_y y'' + p_y \end{bmatrix}. \quad (25)$$

When distortion parameters are assumed to be relevant as well, they can be estimated based on a sufficiently large number of observations of known 3D positions in the camera image. As the accuracy of the acquisition is also determined by the accuracy in estimating the camera parameters, the latter ones should typically be reasonably accurate. For this reason, calibration patterns with specified 3D locations of the specific calibration features that might be given by e.g. corners of a checkerboard pattern, centers of circles arranged in a certain structure or corners of QR markers are typically moved in front of the individual cameras and the calibration can be obtained by acquiring a sufficient number of images. If no such calibration target with a known arrangement of reliably specified 3D positions is available, observations of either passively generated point correspondences obtained e.g. based on SIFT features [Low04] or SURF features [BetvG08] or actively generated point correspondences generated by e.g. using structured light patterns in the images from multiple cameras can be used for camera calibration via techniques such as bundle adjustment (typically used in photogrammetry), structure-from-motion (typically used in computer vision) and simultaneous-localization-and-mapping (typically used in robotics). For this purpose, image correspondences can be established by extracting and matching characteristic feature points such as SIFT features [Low04] or SURF features [BetvG08] in different images or by actively projecting patterns into the scene and matching the corresponding encodings as e.g. applied in [WSRK11]. These related techniques are similar in the aspect that they jointly optimize the camera parameters and the 3D position of points based on corresponding observations of the same points in the images acquired by cameras at several positions.

Sparse Bundle Adjustment (SBA) [LA09] is based on considering a set of observations $x_{i,j}$ of $i$ unknown 3D points $X_i$ in the images acquired by $j$ cameras with unknown projection matrices $P_j$ and minimizing the sum of reprojection errors

$$\sum_{i,j} \| x_{i,j} - P_j(X_i) \|. \quad (26)$$

This formulation is typically solved by using a non-linear Levenberg-Marquardt optimization [Lev44].

In some setups, cameras are remotely positioned with robotized arms. Therefore, the position might theoretically be specified directly. However, the positioning systems are typically not accurate enough to allow for a subpixel-accurate registration of images taken from different views.

4.1.2. Light Source Calibration

While light sources are particularly used in appearance acquisition, they also play an important role in several geometry acquisition techniques such as photometric stereo techniques, shape-from-specularity techniques or techniques based on Helmholtz reciprocity that will be described later. If light sources are mounted on robotized positioning arms, their position might be specified directly. However, the positioning systems often do not offer the possibility for a precise specification of a light source position and orientation, so that typically a separate estimation of these parameters has to be performed. Several setups such as the ones in [CGS06, WRO*12, SSWK13] rely on an estimation of light source positions based on highlight observations on mirroring calibration spheres with typically known position and radii. The key...
idea is given by tracing rays originating from the perspective center of a calibrated camera through the image positions of the observed highlights into the scene where they are reflected on the known sphere geometries. Reflected rays obtained from highlights observed from multiple spheres allow the reconstruction of the light source position which is given by their intersection (see Figure 12). Optionally, a further non-linear optimization that simultaneously refines both the light source positions and the positions of the calibration spheres can be performed to reduce the re-projection error of the observed reflections [SSW+14]. A similar technique has been presented in [AFG13], where the position of the calibration sphere is not refined during the optimization. If flashes of cameras serve as light sources, the light source positions can be estimated based on offsets of the flashes with respect to the perspective centers of calibrated cameras as applied in [MMS’04, SWRK11].

Figure 12: (left) Depiction of a calibration target used for camera calibration and light source calibration [SSW+14]; (right) Estimation of light source position based on calibration spheres with known position and known radius: The light source is observed as highlights on the mirroring calibration spheres. Rays are back-projected through the corresponding image positions of the individual highlights and reflected at the surface of the spheres. The intersection of these reflected rays defines the light source position.

4.1.3. Turntable Calibration

Turntables have been used in a multitude of acquisition setups to simulate the presence of further light sources or imaging sensors. Rather accurate estimates for the turntable center and the turntable axis have to be determined which can be achieved by rotating calibration targets. The targets can be observed by cameras, that can be calibrated based on such targets as well, and the corresponding observations allow to get the parameters of the turntable. Some high-quality turntables also directly offer the possibility to accurately specify the rotation angle.

4.2. Radiometric Calibration

In addition to the geometric calibration of the acquisition setup, characteristics of the light emitted by the light sources as well as the sensor characteristics that transform the received light into certain pixel values on the sensor have to be taken into account when the observed pixel values are directly involved in either geometry or reflectance reconstruction.

When using continuous light sources such as halogen lamps or LEDs, this correction can be performed by first subtracting dark frames, i.e., images acquired under completely darkened lab conditions, from all images to remove the effect of hot pixels or sensor bias and subsequently inverting the response curve of the respective cameras to obtain energy values from the observed pixel values. The inverse camera response curve can be determined based on observations of a white-standard such as SphereOptics Zenith UltraWhite [Sph] or Labsphere Spectraleon [lab] or a color-target such as the X-Rite ColorChecker Passport under different exposure times or different wavelengths. The influence of spatially varying illumination effects such as vignetting, chromatic aberrations or distance fall-off is typically canceled out when computing the reflectance values. The use of flash light sources as in [MMS’04, SWRK11] further complicates the radiometric correction as light color and light intensity typically vary per discharge. For this reason, it is not possible to perform an initial calibration step but, instead, a separate calibration for each flash discharge is required.

5. Advances in Geometry Acquisition

There has been a significant technological progress regarding the development of geometry acquisition methods for decades and many acquisition techniques have been presented. However, it turned out that many of the conventional techniques do not allow a reconstruction of the surface geometry of objects with arbitrary surface reflectance but only a geometry reconstruction for objects with a rather simple diffuse surface reflectance behavior. The complexity of surface reflectance behavior has led to the development of a huge range of diverse material-specific acquisition techniques, each tailored to only a very limited range of materials. Most of the developed methods follow the categorization according to the classes considered in [IKL+10] as already discussed in Section 3. As we will focus on analyzing solid objects in the scope of this course, we do not further discuss acquisition techniques designed to handle volumetric phenomena such as fog or fire and focus on discussing approaches for the remaining surface types.

Before we review the main trends that have been introduced in order to approach the 3D geometry acquisition objects with different surface materials (Sections 5.2-5.6), we will provide an overview of standard principles (Section 5.1) that are used in many of the geometry acquisition techniques.

5.1. Basic Geometry Acquisition Principles

The acquisition of the 3D surface geometry of objects can be approached based on different principles. The key differences of the individual methods include whether methods are active or passive, contact-based or non-contact-based and optical or non-optical. In Figure 13 and Figure 14, we provide a categorization of the individual techniques according to these attributes.

Active methods rely on the direct interaction with the object or scene of interest which might be achieved e.g. in terms of a projection of a certain type of energy on the object surface that can be observed by the components of the respective acquisition setup or in terms of contact-based feelers that produce a characteristic signal when touching the surface [Cur97]. In contrast, no such active
manipulation is involved in passive methods which typically focus on the analysis of characteristics of optical object appearance as observed under rather fixed and distant illumination.

In the scope of our survey, we start with a more thorough discussion of principles for passive geometry acquisition (see Section 5.1.1) which is followed by a discussion of principles for active geometry acquisition (see Section 5.1.2).

5.1.1. Principles for Passive Geometry Acquisition

As already discussed above, the principles for passive shape acquisition typically rely on the observation and analysis of the optical appearance of objects under fixed illumination without systematic manipulations.

5.1.1.1. Shape-from-Shading Techniques

As discussed in Section 3, the observed intensity information can be seen as a result of the complex interplay of material properties, geometric surface properties and illumination conditions. However, the 2D information given in an image acquired from a single viewpoint is not sufficient to reconstruct the 3D shape of the object surface which leads to an ill-posed nature of the considered problem. In order to approach the reconstruction of the surface geometry, this means that some kind of underlying prior information or assumptions have to be included to obtain additional constraints when solving for the surface.

Conventional shape-from-shading techniques [Hor70] rely on analyzing the observed intensity information obtained under a single viewpoint with respect to the object in a controlled environment.
with controlled illumination by a point light source, where the illumination characteristics such as strength of the illumination as well as its origin (typically distant illumination, i.e. the light source position is typically significantly farer away than the extents of the considered object surfaces) and direction are assumed to be known as a result from a prior calibration procedure. However, despite the rather controlled scenario, the problem of surface reconstruction is still ill-posed which imposes the need for even more constraints. In particular, the assumption of diffuse surface reflectance following Lambert’s law allows to derive additional constraints that encapsulate the relation between the intensity \( I(x, y) \) observed in the 2D image domain of the involved camera, the known direction \( \mathbf{I} \) of the incoming illumination, the local surface normal \( \mathbf{n} \) that has to be determined, the known intensity \( r \) of the illumination and the known surface albedo \( \alpha(x, y) \) according to

\[
I(x, y) = \alpha(x, y) r \mathbf{n}.
\]  

Additional widely used assumptions include an orthographic image projection and the absence of shadows and interreflections. The resulting equation system includes a single constraint per pixel and, hence, is still under-constrained as there are two unknown parameters given by the components \( p = \frac{dc}{dx} \) and \( q = \frac{dc}{dy} \) of the normal directions per local surface normal. For this reason, further typical assumptions focus on a constant surface albedo \( \alpha(x, y) = \alpha \) and the normalization of the \( z \)-component that results in representation of the form \( \mathbf{n} = \left[-p, -q, 1\right]^T \) and constraints on the respective gradients for e.g. enforcing smoothness or using the self-shadow boundary [JH81]. A more detailed discussion regarding different constraints that might be used for shape-from-shading as well as a performance evaluation of different respective techniques is given in the surveys in [ZTSC99, DFS08]. Based on the surface normals, the surface geometry can be derived via normal field integration techniques. Most of the shape-from-shading techniques focus on geometry reconstruction from a single image, and, hence, only a 2.5D height map can be derived.

5.1.1.2. Shape-from-Texture Techniques

Several materials exhibit a rather regular surface pattern that might be used for surface reconstruction. Examples might be given by fabrics where the regular structure is typically the result of the weaving pattern. In particular, shape-from-texture techniques focus on the reconstruction of surface geometry by assuming that objects have such a regular statistical or geometric surface pattern. For curved surface parts, this regular surface pattern appears distorted within the image. The reason for this is that the non-regularity of the surface pattern as observed e.g. in anisotropic statistics of edge orientations for isotropic textured surface patterns results from the projection of curved surface patches into the 2D image domain. In turn, this means that information regarding the surface shape and orientation from texture has been proposed in [Wit81]. This approach is based on the assumption that texture does not mimic projective effects, and it focuses on attributing as much of the variation in the image as possible to the projection, while the texture itself is made as uniform as possible. Thereby, the surface orientation which best explains the data in this sense represents the best estimate for the surface orientation. Considering that texture consists of small elements which are referred to as texels [Gib50], an approach based on the assumption that such texels are uniformly distributed has been presented in [Alo88] as well as an extension only relying on the partial boundaries of the texels instead of a detection and identification of the texels themselves.

5.1.1.3. Shape-from-Contour Techniques

For several objects, the contours of structures given in the surface texture might also be used to derive the surface geometry as done by shape-from-contour techniques. The distortion of these contours depends on the surface orientation. If an object is e.g. covered by a known pattern with circular structures that might appear as ellipses in the acquired image depending on the local surface curvature, the respective rotations of the individual circles can be derived. A more general approach relies on using the tangent of the contour to estimate surface orientation based on a statistical model of the scene parameters [Wit80]. In addition, several more sophisticated approaches have been proposed such as the maximization of the ratio of the area and the square of the perimeter [BY84]. Similarly, symmetry characteristics that are not preserved after projecting the object into the image domain might also serve to infer the surface geometry by searching for the tilt and slant angles that maximize the restored symmetry.

5.1.1.4. Shape-from-Focus / Shape-from-Defocus Techniques

A different strategy for geometry acquisition relies on the fact that cameras have a limited depth-of-field as only points at a particular distance will be imaged with a sharp projection in the image plane [MVGV10]. As illustrated in Figure 15, for a thin lens, the distance \( d_p \) between a scene point and the lens, the distance \( d_i \) between the lens and the image plane, and the focal length \( f \) of the lens are related via the Gaussian lens formula according to

\[
\frac{1}{f} = \frac{1}{d_p} + \frac{1}{d_i}.
\]  

Thus, a single scene point is projected onto a single point on the image plane, and a clear or focused image is formed on the image plane if the sensor plane coincides with the image plane [NN94]. However, if the sensor plane does not coincide with the image plane, but is displaced, a blurred or defocused image is formed on the image plane. Since objects with different distances \( d_p \) to the lens are focused at different distances \( d_i \), only a specific part of a respective scene appears sharp in the camera image.

Based on these considerations, shape-from-focus techniques [NN94] rely on estimating the scene geometry by actively changing the optics of the involved camera (e.g. by displacing the sensor with respect to the image plane, by moving the lens or by changing the distance of the object with respect to the camera) until the respective scene point of interest is focused. Typically, numerous images are taken from the same viewpoint by varying the distance between image plane and sensor plane in small increments and evaluating a focus measure (e.g. as presented in [Kro87, DW88, NS92, NN94, XS97]) for each configuration. For
In more detail, a particular object or scene of interest is observed simultaneously from two stereo techniques, the geometry are observed simultaneously in several images taken on the object surface. A comparison and a performance evaluation of stereo techniques is given in [SS02].

5.1.1.5. Shape from Passive Triangulation

The underlying principle of passive triangulation is based on the assumption that certain characteristic features of the scene geometry are observed simultaneously in several images taken from different viewpoints. In standard stereo techniques, the object or scene of interest is observed simultaneously from two viewpoints as illustrated in Figure 16. In more detail, a particular point \( X \) on the scene geometry is projected onto individual image locations \( x_1 \) and \( x_2 \) in the image planes \( I_1 \) and \( I_2 \) of two typically synchronized cameras with projective centers \( C_1 \) and \( C_2 \). In turn, if the cameras are calibrated, i.e. if their positions and orientations as well as the internal parameters are known, the point \( X \) on the object surface can be reconstructed as the intersection of the backprojected rays \( r_1 \) and \( r_2 \) that pass through the projective center of the respective camera and the image location in the corresponding image plane. As the points \( C_1, C_2 \) and \( X \) form a triangle, this process is named (passive) triangulation. Obviously, many points \( X_i \) on the object surface have to be reconstructed to obtain a rather dense and accurate reconstruction of the acquired object surface.

For static scenes, a rather similar approach termed as structure-from-motion can be followed to reconstruct the scene by replacing the two synchronized cameras used in stereo techniques with a single moving camera. Generally, structure-from-motion techniques rely on the use of point tracks, i.e. corresponding image locations between consecutive images, in order to simultaneously recover both the 3D structure of a scene and the camera pose [Sze11].

Both of the aforementioned approaches can be extended by using more images for the reconstruction of 3D points on the object surface. The extension of classical stereo techniques towards geometry reconstruction from a collection of images taken from known viewpoints results in multi-view stereo techniques for which a survey is given in e.g. [SCD*06]. One of the most general structure-from-motion techniques is represented by bundle adjustment [TMHF00] which relies on the consideration of bundles of rays connecting the projective centers to 3D scene points and an adjustment via an iterative minimization of the reprojection error and thus allows a simultaneous recovery of the 3D structure of a scene, the camera pose for each image and even the intrinsic camera parameters. Furthermore, the use of more images typically not only allows for a more complete reconstruction of the object surface but also for including self-calibration techniques so that the requirement of having pre-calibrated cameras can be omitted.

The main challenge of all these passive triangulation-based methods is given by the need for an establishment of reliable point correspondences between the available information given in the different images acquired under different viewing conditions. Typically, characteristic feature points are detected based on finding distinctive locations within the image domains via an analysis of the local texture, and they are described with vector-based representations that encode the characteristics of the respective local texture gradient distributions and allow an efficient comparison. Due to the local nature of such features, they are commonly referred to as local
features. As such features facilitate a variety of applications, feature extraction and matching in this regard has been intensively studied in literature for decades. Particularly SIFT features [Low04] and SURF features [BETvG08] belong to the standard methods for the detection and matching of common image contents. Respective surveys on local features can be found in [TM08, Wei13]. However, since such local features analyze the local statistics of intensity gradients for the extraction of distinctive feature points and the computation of local descriptors, they can only be applied on textured surfaces. In contrast, there is no distinctive local texture gradient information available for textureless surfaces that would support the extraction and matching of reliable feature correspondences. As a consequence, a robust matching of features is often difficult.

While triangulation-based methods are capable of accurately reconstructing the low-frequency shape of the absolute 3D surface geometry, their limitations can be identified in the high-frequency noise in the reconstructed depth values as a result of inaccuracies in the 2D positions of the extracted point correspondences and inaccuracies in camera calibration. Additionally, these methods are not suitable for capturing objects with highly complex reflectance behavior including effects such as specular highlights, transparency, translucency and interreflections as they are – by design – tailored to surfaces exhibiting Lambertian reflectance behavior. To be more specific, multi-view stereo methods are typically based on the assumption that the appearance of a certain point on the object surface does not change under variations of viewing conditions, i.e. the emitted radiance is independent from the view direction. However, this assumption is only valid for diffuse surfaces.

5.1.1.6. Shape-from-Silhouette Techniques

Using silhouette information in order to reconstruct the surface geometry has been approached with shape-from-silhouette techniques as used in e.g. [Lau94, GGSC96, FKIS02, MBK05]. Such approaches rely on obtaining accurate silhouette information by a prior segmentation of the respective images into foreground regions that contain the object and background regions that include the remaining scene content. Subsequently, the observed silhouette information is projected into the volume of interest as illustrated in Figure 17. This can be achieved by using a volumetric, voxel-based representation where the voxels that are projected into the foreground regions within the images of all individual views are considered as occupied and the remaining voxels are set to empty. As a result, the respective 3D surface is represented by the isosurface between the occupied voxels and the empty voxels. However, reliably extracting silhouettes often represents a rather challenging task due to effects such as shadows and occlusions, and, additionally, the properties of the surface materials have to be considered. Moreover, only the shape of objects with a rather simple surface geometry can be accurately acquired. Therefore, this kind of technique is rather limited and typically has to be combined with additional normal information as in e.g. [CLL07, Dai09] or multi-view stereo consistency as in e.g. [ES04, CK11] to allow for the acquisition of concavities in the surface geometry of the considered objects. In general, shape-from-silhouette techniques can neither be categorized according to active or passive methods or directly be categorized based on the taxonomy of approaches for the different surface types as the required information might be obtained in different ways for objects made of different materials. However, as the large majority of the corresponding techniques relies on extracting the silhouettes without any active scene manipulation, we list shape-from-silhouette approaches under the passive techniques.

Figure 17: Principle of shape-from-silhouette: Silhouettes are extracted in the individual images and projected into the volume. The respective cones are intersected to obtain the visual hull of the object.

5.1.2. Principles for Active Geometry Acquisition

In contrast to passive methods, the principle of active acquisition techniques relies on the interaction with the scene content based on the acquisition hardware. For instance, the scene illumination might be manipulated by actively projecting light patterns that might facilitate the establishment of point correspondences or contact-based feelers might be used to reconstruct the surface geometry based on haptics.

While contact-based 3D geometry acquisition techniques are capable of reconstructing the 3D geometry of almost all solid objects by e.g. using feelers attached to manipulable arms, such approaches are typically considered as impractical. The pointwise surface acquisition results in long acquisition times as dense measurements of the object surface are desirable to accurately reconstruct the surface details. Furthermore, several objects made of e.g. fabrics or clay cannot be acquired contact-based as the pressure of contact might deform or even break them. In particular, the invaluable and typically sensitive cultural heritage artifacts have to be handled as careful as possible which is contradictory to a contact-based acquisition. For this reason, we will skip the discussion of such contact-based approaches in our review.

5.1.2.1. Photometric Stereo

The principle of photometric stereo as introduced in [Woo80] is closely related to the principle of shape-from-shading (see Section 5.1.1). However, while shape-from-shading techniques typically rely on a surface reconstruction from a single image with several additional constraints, the key idea of photometric stereo is the
acquisition of several images depicting an object from the same viewpoint under \( N \) varying illumination directions \( \mathbf{I}_i \in \mathbb{R}^{3 \times 1} \) with the corresponding illumination strengths \( r_i \in \mathbb{R} \) and \( i = 1, \ldots, N \). The resulting equation system is based on Lambert’s law which relates the intensity \( I_i(x, y) \) observed at pixel position \((x, y)\) in the \( i\)-th image acquired under illumination direction \( \mathbf{I}_i \) and illumination strength \( r_i \) to the surface albedo \( \alpha(x, y) \) and the surface normal \( \mathbf{n}(x, y) \) according to

\[
I_i(x, y) = \alpha(x, y) r_i \mathbf{I}_i \cdot \mathbf{n}(x, y). \tag{29}
\]

The constraints obtained for all acquired images can be combined in an equation system

\[
\begin{bmatrix}
I_1(x, y) \\
\vdots \\
I_N(x, y)
\end{bmatrix} = \mathbf{L} = \begin{bmatrix}
\alpha(x, y) r_1 & r_1 I_1 \\
\vdots & \vdots \\
\alpha(x, y) r_N & r_N I_N
\end{bmatrix} \mathbf{n}(x, y),
\tag{30}
\]

where the rows of \( \mathbf{L} \) need to be linearly independent so that the inverse of \( \mathbf{L} \) can be calculated. To solve this equation system, \( N \geq 3 \) images need to be acquired under varying illumination conditions. This allows to obtain a solution for the surface normals and the surface albedo by e.g. least squares estimation. Representing the surface normals as \( \mathbf{n}(x, y) = [p(x, y), q(x, y), 1]^T \) with the respective surface gradients \( p(x, y) = \frac{\partial I(x, y)}{\partial x} \) and \( q(x, y) = \frac{\partial I(x, y)}{\partial y} \) allows to apply surface normal integration schemes.

Several techniques such as the ones proposed in e.g. [BJK07, WGS11, WLDW11] consider extending photometric stereo towards general unknown illumination. Furthermore, photometric stereo has been explored in multi-view setups (e.g. [EVC08, BAG12]). The approach presented in [BAG12] is based on using normal consistency by determining a maximal set of inliers per voxel on which regular photometric stereo is applied in a multi-voxel on which regular photometric stereo is applied in a multi-

normal consistency by determining a maximal set of inliers per voxel on which regular photometric stereo is applied in a multi-

5.1.2.2. Shape from Time-of-Flight / Phase Measurements

A different strategy for active geometry acquisition is followed by scanning devices which illuminate a scene with light modulated by an approximative sinusoid of a specific frequency \( f_m \). The emitted laser light is (partially) reflected at an object surface and a certain amount of the laser light returns to the receiver unit of the scanning device. Focusing on different properties, respective techniques can further be categorized with respect to the laser type, the modulation technique, the measurement principle, the detection technique or the arrangement of emitting and receiving component of the involved scanning device [SJ09]. In this regard, however, the measurement principle may be identified as one of the most important aspects as it may generally rely on different signal properties such as amplitude, frequency, polarization, time or phase.

The most prominent technique for active geometry acquisition is based on the time-of-flight principle, where the key idea consists in the measurement of the time that has elapsed between the timestep \( t_c \) when the laser light has been emitted and the timestep \( t_r \) when the laser light has reached the sensor. This allows to compute the distance the laser light has traveled according to

\[
d_{\text{full light path}} = v_{\text{light}} (t_r - t_c),
\tag{31}
\]

where \( v_{\text{light}} \) denotes the speed of light. Accordingly, the distance \( d \) to the respective 3D scene point is represented by

\[
d = \frac{d_{\text{full light path}}}{2} = \frac{v_{\text{light}}(t_r - t_c)}{2}.
\tag{32}
\]

As many scanning devices emit the laser light periodically with a certain modulation frequency \( f_m \), the measured distance \( d \) is limited to the interval between \( 0 \)m and a maximum value of

\[
d_{\text{max}} = \frac{v_{\text{light}}}{2 f_m},
\tag{33}
\]

where \( d_{\text{max}} \) represents the non-ambiguous range.

In contrast, it is also possible to measure the phase shift \( \Delta \phi \) between emitted and received signal instead of the respective time-of-flight. In this case, the modulation is typically a nearly sinusoidal signal. This special case is known as amplitude modulated continuous wave (AMCW) lidar and allows to derive the distance \( d \) to the respective 3D scene point according to

\[
d = \frac{v_{\text{light}} \Delta \phi}{2 f_m 2 \pi}.
\tag{34}
\]
where the derived distance \( d \) is also non-ambiguous for the interval between \( 0 \) and \( d_{\text{max}} \).

For distances beyond \( d_{\text{max}} \), the obtained distance \( d \) is ambiguous. In the case of phase measurements, the measured phase shift \( \Delta \phi_d \) is only a wrapped phase and, in order to recover the unwrapped phase, multiples of \( 2\pi \) have to be added according to

\[
\phi = 2\pi k + \Delta \phi_d
\]

with \( k = 0, 1, 2, \ldots \), which results in the correct distance

\[
d_{\text{corr}} = d_{\text{max}} k + d.
\]

For a respective disambiguation by finding the suitable value \( k \), various unwrapping procedures have been proposed [Jut09, DHB10, Jut12].

However, except for the case where the direction of the emitted laser light is perpendicular to the object surface (i.e. \( \theta_i = 0 \)), a respective geometry reconstruction faces problems at shiny surfaces exhibiting glossy reflection, since only a small amount of the laser light reaches the receiver unit again, and at those surfaces exhibiting specular reflection, where no laser light will reach the receiver unit again.

In order to acquire the geometry of object surfaces instead of single 3D scene points, the involved sensor is typically mounted on a rotating platform which allows a successive scanning of the scene with respect to a given scan grid. While a rotation around a single rotation axis is for instance applied for line laser scanners which provide measurements on a 1D scan grid, standard terrestrial laser scanners allow a rotation in both horizontal and vertical direction and thus provide measurements on a 2D scan grid. As a consequence of such a sequential scanning of a scene, however, respective acquisition systems are not suited for the acquisition of dynamic scenes.

Instead of a successive scanning of points on a specific scan grid, modern range cameras use a sensor array in order to simultaneously acquire range information for all points on the considered scan grid and thus estimate the scene geometry in a single shot. Most of these range cameras are even able to deliver depth maps at video rates [KBKL10, DZC12, RS13, WLH*14, FS*K*14] and hence they are also suited for the acquisition of dynamic scenes.

Another problem more specific to AMCW lidar systems arises from global illumination effects. These cause the light to reach points in the scene on multiple paths of different lengths. This is known as multi-path interference and can cause strong systematic distortions in range measurements. Several investigations use measurements at multiple modulation frequencies to separate paths of different lengths thus mitigating multi-path interference [DGC*11, FS*K*14, BF*I*14, PKHK15] and hence they are also suited for the acquisition of dynamic scenes.

5.1.2.3. Shape from Active Triangulation

Active geometry acquisition can also be performed similar to passive geometry acquisition via triangulation. Respective techniques are inspired by stereovision which relies on imaging the scene from two points of view and subsequently deriving correspondences between the different images in order to triangulate the 3D position of a respective scene point. However, for typical scenes, difficulties in finding correspondences may arise, e.g. due to weakly textured object surfaces. Such stereo techniques can directly be transferred to active stereo techniques by replacing one of the cameras by a projection device as illumination source. In the easiest case, the projection device consists of a laser and projects a spot on the object surface [MVGV10]. The laser spot on the object surface, in turn, can easily be detected in the image taken by the camera and, in case the relative position and orientation between laser and camera are known, the laser beam origin, the projective center of the camera and the laser spot on the object surface form a triangle from which the 3D coordinates of the laser spot on the object surface can be derived [HW11]. To acquire the shape of an object, the laser is directed at different points on the object surface and a photograph is taken for each case in order to successively derive 3D points on the object surface. Instead of using such a single-point laser triangulator, it is also possible to equip the laser with a cylindrical lens in order to expand the laser beam along one direction and, hence, obtain laser stripes [STD09, MVGV10]. As a result, the intersection between the object surface and the plane containing the laser rays yields a curve, and the respective 3D points on this curve can again be determined via triangulation.

To avoid involving a mechanical apparatus, a more complicated and two-dimensional pattern is required, where some kind of code is included into the pattern to allow a distinction of different parts of the pattern and thus be able to reliably derive point correspondences [MVGV10]. In this regard, it has proven to be feasible to replace one of the cameras of a typical stereo setup by a device (e.g. an LCD video projector or a slide projector) that projects a coded structured light pattern and thus manipulates the illumination of the scene (see Figure 18). Thereby, the coded structured light pattern has a specific structure. When imaging the scene with the pattern reflected at the respective surfaces with a single camera or a set of cameras, pixels in the respective camera images, where the patterns have been observed, can be assigned a code-word and, hence, different pixels can easily be distinguished by means of a local coding strategy. As a consequence, the correspondence problem can be solved without taking into account geometrical constraints and, hence, active geometry acquisition based on the use of coded structured light can be considered as a reliable strategy for recovering object surfaces [SPB04].

Typically, the pattern design focuses on obtaining code-words which are effectively decodable in case of a non-ideal pattern projection or acquisition process and, accordingly, techniques relying on the use of structured light patterns can further be categorized with respect to the applied pattern codification strategy [SPB04, DZC12]:

- **Direct codification strategies** rely on the use of a pattern which typically involves a large range of either gray or color values. Thus, the code-word associated to a pixel is simply represented by the respective gray or color value of the pattern at this pixel. While respective techniques are easy to implement, they also allow a geometry acquisition in case of dynamic scenes due to the use of a single pattern. However, such techniques tend to be extremely sensitive to color or gray-level distortion due to scene
color distribution, reflectivity properties of scene objects and external illumination.

- Time-multiplexing codification strategies rely on the use of a temporal coding, where a sequence of structured light patterns is projected onto the scene. Thus, the code-word associated to a pixel is represented by the sequence of illumination values across the projected patterns. In this context, the respective patterns are often based on binary codes (e.g., represented in the form of stripe patterns or Gray codes) which can robustly be detected. However, due to the sequence of structured light patterns involved in the acquisition of the scene geometry, respective techniques are not suited for geometry acquisition in case of dynamic scenes.

- Spatial neighborhood codification strategies rely on the use of a unique pattern. The code-word associated to a pixel is derived from the spatial pattern distribution within the local neighborhood of the considered pixel. Thus, code-words of neighboring pixels share information and therefore provide an interdependent coding. Respective techniques allow a geometry acquisition in case of dynamic scenes due to the use of a single pattern and are relatively robust. However, the choice of the local neighborhood is crucial.

As already discussed for passive triangulation-based techniques, reconstructions obtained from triangulation-based methods typically contain high-frequency noise in the reconstructed depth values as a result of inaccuracies in the 2D positions of the extracted point correspondences and inaccuracies in camera calibration. Nevertheless, such active triangulation-based laser scanner systems or structured light systems reach a remarkable scanning accuracy for diffuse surfaces and can also be used for surfaces with an additional specular component as long as the material still shows a sufficient surface albedo. However, these techniques are not robust with respect to effects such as interreflections, subsurface scattering or highly specular surface reflectance. Multi-view observations might provide a certain robustness with respect to these effects. However, if the surface is almost ideally mirroring and does not show a sufficient albedo, the observed pattern information becomes completely view-dependent and cannot be used to establish correspondences across images taken from different views. In a similar way, the correspondences cannot be established in case of transparent or translucent surfaces.

When using projector-camera systems for 3D reconstruction, one key observation can be identified in the fact that the resolution of currently available projectors is significantly lower than the one available in standard cameras. As a result, the footprint obtained by projecting a unique projector pixel extent onto the object surface usually covers several pixels in the camera which observes the scene. As active illumination relies on the unique encoding and decoding of the per-pixel projector illumination, this means that the resolution of the surface points obtained during the reconstruction process is limited by the projector resolution. In order to obtain a denser and more accurate reconstruction of the surface with its fine surface details, it is therefore mandatory to overcome this limitation.

Several approaches have focused on this issue. In [RSG10], a 1D mechanical lens-shifter extension has been used in front of the projector which allows a fine shifting of the projected pattern in steps that are significantly smaller than the pixel size. This strategy allows remarkably accurate reconstructions of the object surfaces at high resolution. Other techniques have focused on increasing the resolution by the use of setups with several cameras and projectors. In [AX08, AX10] a self-calibrating, multi-view acquisition technique based on structured light and photometric methods has been proposed, where either a single projector is placed at several positions to simulate the availability of multiple projectors or multiple projectors are involved respectively as well as multiple cameras. This technique exploits the principle that digital projectors can be simultaneously used as either active light sources or as virtual cameras, which is particularly useful if the number of involved cameras is rather small. An iterative bundle-adjustment is applied in combination with an outlier rejection.

In [WSRK11], a setup with a multitude of cameras and projectors mounted on a hemispherical gantry above the object to be scanned has been used. This allows to perform the acquisition of the object geometry without moving either the object or parts of the acquisition setup and, consequently, there is no need to register several independent measurements. To overcome the resolution limitations of the individual projectors, a novel super-resolution scheme has been introduced. Sequentially illuminating the object using projectors at a sufficient number of different locations to cover the whole object surface with several structured light patterns allows to exploit the overlappings of the patterns of projectors at different positions. Therefore, much smaller regions on the surface can be uniquely identified (see Figure 19) which results in significantly denser and more accurate point clouds. Similar to the techniques in [AX08, AX10], that do not utilize the overlapping of different projected patterns on the object surface, an iterative bundle adjustment for the refinement of the camera calibration has been applied. However, the calibration of the projectors has been omitted, since there is a sufficient number of cameras for establishing correspondences within the captured images. In addition, high dynamic range imaging has been used to relax the assumptions regarding the reflectance behavior of the objects to be scanned, and even complicated objects exhibiting strong specularities can be scanned.

5.1.2.4. Shape-from-Specularity Techniques

Shape-from-specularity (see Figure 20) approaches are rather often used for the acquisition of highly specular materials. Such techniques rely on directly using the information revealed by specular highlights observed on the object surface. Based on the law of reflection discussed in Section 3.2.3, specularities can be observed if the angle between the light direction and the local surface normal $n$ and the angle between the view direction and the local surface normal $n$ are identical. Given both the viewing direction and the light direction, the observation of specular highlights allows to directly infer corresponding local surface normals. In order to get an accurate reconstruction of the object surface, normals have to be densely. For this reason, it is crucial to obtain dense observations of specular highlights on the object surface which can be obtained by varying the viewing conditions [ZGB89], varying the illumination conditions [CGS06], using extended light sources [Ike81] or using arrays of light sources [SWNN88]. Shape-from-specularity techniques rely on the presence of strong highlights. If materials
Figure 18: Illustration of active triangulation based on projections of structured light patterns.

Figure 19: Illustration of the effect of multi-projector super-resolution on structured light decoding.

Figure 20: Principle of shape-from-specularity approaches: Specular highlights can be observed on the object surface of a specular material, if the angle between the light direction and the local surface normal and the angle between the view direction and the local surface normal are identical.

are only glossy and only show blurred highlights, the center of the highlight cannot easily be determined, and, hence, surface normals cannot be reliably estimated.

5.1.2.5. Geometry Estimation Based on Prior Knowledge from Databases

In recent years, the advances in the field of machine learning have led to the development of geometry estimation techniques that rather make use of an a-priori collected database of registered images and scene geometries than using standard cues for geometry estimation such as photoconsistency, specularities, etc.. These techniques usually involve a training based on pre-registered RGB-D images as provided by the Make3D dataset [SSN09] or the NYU datasets [SF11, SHKF12] where a depth image is provided per RGB image for different outdoor and indoor scenes. After the training phase, these frameworks allow the inference of coarse depth information for novel RGB images. Several of these approaches are based on using Markov Random Field (MRF) formulations for depth estimation [LGK10, SCN06, SSN09]. Although these methods typically only use approximate techniques for MRF learning and inference, they still require several seconds
for the depth prediction for a new image. In a similar spirit, a discrete-continuous Conditional Random Field (CRF) is used in [LSH14] where the relations between adjacent local regions are taken into account.

Other approaches exploit the opportunities offered by Convolutional Neural Networks (CNNs), which represent one of the currently most powerful techniques for various tasks including e.g. classification and synthesis. The most accurate techniques of this kind differ in the way the neural networks are used. In [EPF14], two CNNs are combined where a coarse-scale network is used to predict depth information at a global level and a subsequent fine-scale network is used to refine the coarse depth information within local regions, and, hence, better accounts for objects or wall edges. This approach has been extended in [EF15] where different scales are considered by sequentially applying three CNNs in order to address the derivation of multi-scale depth information with an additional estimation of surface normals and a semantic labeling. The coarse-scale depth prediction provided by the first network based on the entire image is refined by predictions at a mid-level resolution of the second network and by even more fine-scaled predictions of the third network. A major drawback of these strategies is the fact that the learning of depth information shows some kind of overfitting with respect to specific scene layouts and, hence, a huge database of millions of RGB-D images is required to include as much scene layouts as possible into the training data.

In [LSL15, LSLR15] one CNN is used to derive coarse depth information for the centroids of local regions extracted from the image over which the depth is assumed to be constant and one network is used to account for similarities of neighboring patches to refine the depth estimates. The networks are combined using a CRF formulation. As no spatial information of the local patches is considered for the coarse depth estimation, the technique offers the advantage of translation invariance and, as a consequence, less training data is required.

5.1.2.6. Combinations of Different Methods

The individual strengths and weaknesses of triangulation-based techniques and photometric techniques are complementary. While triangulation-based techniques offer a remarkable accuracy regarding the reconstruction of the low-frequency object geometry, they typically suffer from noise due to inaccuracies in the image positions of the correspondences. In contrast, photometric techniques typically allow an accurate reconstruction of high-frequency details of the surface geometry such as scratches or engravings and have problems in accurately reconstructing the low-frequency geometry. Consequently, a combination of both types of acquisition techniques may allow to overcome the drawbacks of the individual techniques and, hence, to obtain a precise acquisition of both the low-frequency shape and surface details. However, the adequate combination of both types of techniques has been proven to be rather challenging as e.g. their simple combination is not sufficient when the low-frequency geometry information is not sufficiently accurate and leads to incorrect parallax and occlusion effects at grazing angles [NRDR05].

Much effort has been spent on the investigation of strategies regarding an adequate combination of techniques which mainly differ in the individually involved acquisition techniques and the respective reconstruction frameworks. Many techniques based on deformable surface models to guide an iterative surface evolution can be based on volumetric surface representations [ES04, IJCYS04] or polygonal meshes [NRDR05, BCIJS06, EVC08, LTBE10, AX10, DPB10, DP11, WLWD11]. Such techniques evolve the surface based on variational formulations using gradient flows. One of the most popular techniques has been presented in [NRDR05], where a triangulation-based range scanning system is used to acquire low-frequency information and photometric stereo is used to derive normal information. The respective optimization functional includes a term that penalizes positional deviations between optimized positions and measured positions and a term that penalizes deviations of the respective surface normals. The optimization with respect to the depth is performed based on linear least squares optimization and the surface is deformed accordingly. As such surface evolution approaches are typically susceptible to local minima, they rely on a good initialization. Furthermore, topological changes of the surface geometry such as self-intersecting regions in the mesh during the iterative optimization are usually problematic for mesh-based techniques and hybrid approaches such as the one in [YY11] might have to be used to circumvent this problem. In [BK09], a combination of multi-view stereo and photometric stereo has been used to directly reconstruct surface heightfields and a SVBRDF is recovered as well based on a non-linear optimization. While this approach also takes interreflections into account, it is limited to planar samples and not applicable to objects with a complex surface geometry.

Other techniques use global optimization frameworks such as graph-cuts [SP05, HK06, YAC06, VHTC07, LBN08, HMM09] or convex optimization [KPC10], where the cost function is globally defined on the complete volume. This allows to avoid the problem of local minima. However, obtaining accurate geometry reconstructions with discrete graph-cut techniques requires high-resolution volumetric grids. In addition, a rather high grid connectivity has to be used to alleviate metrification errors. Taking these aspects into account leads huge memory requirements. Strategies to reduce the computational burden include the use of adaptive grid structures as applied in e.g. [WRO12] and continuous formulations of the optimization functionals [CK11, KKH11, YBT10, WRO12]. In particular, the approach in [WRO12] is based on a continuous min-cut formulation [Str83, Str10] defined on an octree structure, where a structured light based surface consistency measure and normals derived based on Helmholtz stereopsis [ZBK02] are used as input. A final refinement is carried out according to the measured normal information in order to adjust the surface in a narrow band around the surface estimated using the continuous min-cut framework. This allows to obtain highly accurate reconstructions.

5.2. Geometry Acquisition of Rough Surfaces with Diffuse or Near Diffuse Reflectance

For diffuse surfaces (see Section 3.2.1), the incoming light is uniformly reflected into the full hemisphere with respect to the local surface normal of the object geometry. This means that the surface can be perceived in a view-independent way. Therefore, the geometry of such diffuse objects can typically be acquired in a rather easy way. In particular, most of the standard principles for geom-
etry acquisition discussed in the previous section can be applied to reconstruct the surface geometry of diffuse objects. Multi-view stereo techniques, active triangulation techniques and photometric stereo techniques are among the widely used methods. However, the acquisition of objects with spatially varying albedo is still a challenging problem.

In order to handle objects with non-uniform surface albedos, two different exposure times are used in [SS03] and the one which leads to the largest absolute difference between the two illuminations is selected. For the same reason, the idea of projecting multiple Gray code patterns at different illumination intensities and forming high dynamic scale radiance maps in order to decrease the susceptibility to misclassification caused by the reflectance properties of the considered surfaces has been introduced in [SL00]. Though these approaches address the problem of over- and underexposure, they do not compensate for the non-linearity of the response curve of the camera. In contrast, high dynamic range imaging has been applied in [WSRK11] to overcome this problem. An alternative approach has been proposed in [KPDVG05] where the projector intensities are adapted locally so that the dynamic range of the illuminated scene is reduced in order to avoid over- or underexposure. However, this method suffers from a decreased contrast in the adapted projector pixels. This problem does not occur when, instead of adapting the dynamic range of the scene, the scene is completely captured by taking a sequence of images with different exposure times.

5.3. Geometry Acquisition of Glossy Surfaces with Mixed Diffuse and Specular Reflectance
Considering materials with both diffuse and specular components (see Section 3.2.2) makes the 3D shape acquisition more complex as the perception of glossy highlights is a view-dependent phenomenon. The methods that have been proposed in this context are based on different principles and are described in the following sections.

5.3.1. Structured Light Techniques
Structured light techniques are also applicable for materials with both a diffuse and a specular reflectance component as long as the surface material shows a sufficient albedo under different viewing conditions. In these cases, the projected patterns can still be reliably decoded in the acquired images. Some techniques focus on further increasing the robustness with respect to the range of materials that can be coped with by using pattern projections at different intensity levels [SL00] or by capturing images for different exposure times [SS03]. In [WSRK11], it has been demonstrated that even the shape of moderately specular objects can be accurately acquired with a structured light system – which is also based on high dynamic range imaging – as long as the material still shows a sufficient surface albedo (see Figure 21). An example is shown in Figure 22. Limitations of structured light approaches, as mentioned in the previous section, are the lacking robustness with respect to effects such as interreflections, subsurface scattering, or highly specular surface reflectance. To some degree, using multi-view observations might improve the robustness with respect to these effects. However, for almost perfectly specular surfaces with a low albedo, the pattern information observed by the cameras is view-dependent. This makes the establishment of correspondences across images obtained under different view conditions based on the observed pattern information impossible.

5.3.2. Extensions of Photometric Stereo
With the objective of also acquiring such objects with more complex surface reflectance behavior, several methods considered extending classical photometric stereo. Therefore, violations of the underlying assumption of Lambertian reflectance due to specularities have to be considered as well as shadows. One way of relaxing the assumption of diffuse surface reflectance behavior made by conventional photometric stereo techniques is given by the replacement of the underlying diffuse model with a more general model that includes both a diffuse and a specular component [Ike81]. Such a model with a diffuse and an additional specular component has been used in [NWS90], where multiple extended light sources are used to illuminate the object. The extended light sources allow to widen the specular lobe and to balance the intensities of diffuse and specular reflections [HW11]. A combination of a diffuse component and a specular component has also been used in [Geo03]. However, the specular component has been modeled based on the Torrance-Sparrow model [TS67]. As rather small angular deviations of the view direction and the light direction have been assumed, Fresnel reflectivity can be neglected as well as shadowing effects. The estimation of surface albedo, light sources and BRDF model parameters have been determined iteratively based on a linear least-squares optimization. In e.g. [HS05,GCHS05,RK09], spatially-varying BRDFs have been considered to broaden the range of materials that can be handled. Based on the assumption that the surface reflectance behavior can be modeled based on only a few base materials and based on the use of an isotropic Ward model [War92], both surface normals and the parameters of the reflectance model have been estimated per spatial point on the object surface. However, several effects such as e.g. interreflections and shadows are not taken into account in the techniques presented in [HS05,GCHS05]. The extension of photometric stereo proposed in [CJ08] is based on a normal estimation using shadow boundaries and the estimation of a BRDF where the Ward model [War92] is used. The obtained BRDF parameters are then clustered to find the material types and discard noise and outlier values. Once the specular parameters are known, their method proceeds with estimating normals and surface albedo. Limitations of this method can be seen in the use of a Ward BRDF model, which is only valid for a rather small range of materials. Therefore, this technique is only capable of handling isotropic materials with a single lobe. Materials for which more than a single lobe has to be fitted as well as the huge range of materials which exhibit mesoscopic effects cannot be handled adequately. Furthermore, only a 2.5D reconstruction from a single view is performed based on an orthographic projection model and normal field integration techniques are susceptible to errors in the estimated normals that are accumulated during the surface reconstruction. In [ZML10], photometric stereo has been extended by representing specular reflection with a set of specular basis functions with different roughness values. Therefore, specular objects can be handled as well by their photometric stereo technique and the final reconstruction consists of information regarding surface shape and also reflectance properties. However, the range of
In contrast, the separation technique for dichromatic surfaces pre-
constrained inpainting has been used to estimate the diffuse color.
and the specular component in a single image. An illumination-
been exploited in [TLQS03] to allow the separation of the diffuse
both components can be separated using the technique presented
with respect to the illumination conditions. For non-consistent pixel
ations have been merged to obtain an approximation of the illumi-
nation environment. This allows to perform the separation based
subsequent per-pixel analysis of the maximum chromaticity over
the respective image to obtain white specular components and a
further investigations such as the ones in [TI03,TI05]
have focused on the separation of the diffuse component and the
global component in a single image using color. This has been
achieved by an initial normalization of the illumination color of
the respective image to obtain white specular components and a
subsequent per-pixel analysis of the maximum chromaticity over
the intensity space. In [TS91], this approach has been extended
so that the illumination constraint can be relaxed. The illumi-
ation direction have been estimated based on observed highlights
and the assumption of mirroring reflectance. Similar light direc-
tions have been merged to obtain an approximation of the illumi-
nation environment. This allows to perform the separation based
on an analysis of the consistency of the observed intensity values
with respect to the illumination conditions. For non-consistent pixel
values, an extrapolation of their neighborhood is used and, finally,
both components can be separated using the technique presented
in [TI03, TI05]. Furthermore, removing specular highlights has
been exploited in [TLQS03] to allow the separation of the diffuse
and the specular component in a single image. An illumination-
constrained inpainting has been used to estimate the diffuse color.
In contrast, the separation technique for dichromatic surfaces pre-
sented in [MZKB05] is based on an analysis of a set of at least three
input images regarding specular highlights. The latter have been re-
moved and a photometric stereo technique has been applied on the
diffuse component.

5.3.3. Techniques Based on the Separation of the Diffuse
Component and the Specular Component

Other techniques approach the reconstruction of objects with a
more complex reflectance behavior beyond diffuse reflection by
the separation of the diffuse and the specular component. A sur-
vey on respective techniques is provided in [HW11]. As discussed
in [TI05, HW11], specular reflections show a larger degree of pola-
rization in comparison to diffuse reflections, the intensity distri-
butions of diffuse reflections follow Lambert’s law whereas spec-
cular reflections follow the Torrance-Sparrow model [TS67] or the
Beckmann-Spizzichino model [BS87], and specular reflections are
largely independent of the spectral reflectance behavior of the object
in the visual spectrum in contrast to diffuse reflections. Polarization has been exploited in [Wol89, WB91] to identify the specular component. In [NFB97], additional color information has been used to allow the separation of both components based on a single image. Further investigations such as the ones in [TI03,TI05]
have focused on the separation of the diffuse component and the
global component in a single image using color. This has been
achieved by an initial normalization of the illumination color of
the respective image to obtain white specular components and a
subsequent per-pixel analysis of the maximum chromaticity over
the intensity space. In [TS91], this approach has been extended
so that the illumination constraint can be relaxed. The illumi-
ation direction have been estimated based on observed highlights
and the assumption of mirroring reflectance. Similar light direc-
tions have been merged to obtain an approximation of the illumi-
nation environment. This allows to perform the separation based
on an analysis of the consistency of the observed intensity values
with respect to the illumination conditions. For non-consistent pixel
values, an extrapolation of their neighborhood is used and, finally,
both components can be separated using the technique presented
in [TI03, TI05]. Furthermore, removing specular highlights has
been exploited in [TLQS03] to allow the separation of the diffuse
and the specular component in a single image. An illumination-
constrained inpainting has been used to estimate the diffuse color.
In contrast, the separation technique for dichromatic surfaces pre-
sented in [MZKB05] is based on an analysis of a set of at least three
input images regarding specular highlights. The latter have been re-
moved and a photometric stereo technique has been applied on the
diffuse component.

5.3.4. Techniques Based on Helmholtz Reciprocity

In order to handle the even larger range of opaque materials, the
approaches presented in [ZBK02, ZHK’03] exploit the Helmholtz
reciprocity for surface normal estimation in a BRDF-invariant man-
ner. At each point, the corresponding normal information is es-
timated via the Helmholtz principle [ZBK02]. This principle is
based on the reciprocity of the BRDF, i.e. \( \rho(v, l) = \rho(l, v) \), where
\( l = (\theta_l, \phi_l) \) denotes the light direction and \( v = (\theta_v, \phi_v) \) the view direction, and can be utilized wherever several image pairs are avail-
able in which the position of the light source and the camera have
been exactly exchanged [ZBK02]. In [DPB10], Helmholtz normals
have been used in a multi-view setting. Furthermore, a combina-
tion of structured light consistency and Helmholtz normals has also
been used in the multi-view reconstruction in [WRO’12] (see Fig-
ure 22).

5.4. Geometry Acquisition of Smooth Surfaces with Ideal or
Near Ideal Specular Reflectance

The challenge in reconstructing highly specular surfaces arises
from the fact that such surfaces typically do not have an own char-
acteristic appearance but rather reflect the surrounding environment
in a view-dependent manner (see Section 3.2.3). Recent surveys on
techniques for surface reconstruction of specular objects have been
presented in [IKL’10,BW10]. Furthermore, a more theoretical dis-
cussion is given in [KS08]. Approaches based on different princi-
iples are discussed in the following sections.

5.4.1. Shape-from-Specular-Flow Techniques

Some of the methods, such as shape-from-specular-flow techniques
[RB06, AVBSZ07], are based on considering the movement of en-
vironment features which are mirrored on the surface of specular
objects. Typically, a known motion of the mirroring object, its envi-
ronment or the cameras is assumed. Unfortunately, interreflections
might cause a single environment feature to be observed several
times on the mirroring surface which makes the estimation of dense

Figure 21: Example reconstructions of glossy objects using structured light techniques.
optical flow highly non-trivial. In addition, such methods usually rely on the assumption of a distant environment and do not consider a more complex scene geometry. Instead of considering dense correspondences, the approach in [SVTA10] is based on using sparse reflectance correspondences to locally approximate specular surfaces using quadrics.

5.4.2. Shape-from-Specularity and Shape-from-Reflection Techniques

As discussed in Section 5.1.2.4, shape acquisition of mirroring objects has been approached by utilizing the information revealed by specular highlights or specular reflections which are observed on the mirroring object surface due to specular reflection in controlled environments. However, densely sampled observations of specular highlights or specular reflections on the mirroring surface are required to obtain an accurate reconstruction of the surface geometry. Using specular highlights, this can be achieved by using a moving camera [ZGB89], moving the light source [CGS06], using extended light sources [Ike81] or sequentially switching on individual elements of a grid of light sources [SNW88].

As, in the case of using point light sources, the number of required images increases linearly with the number of utilized light source positions, taking one photo for each of the utilized light source positions would be impractical for the dense sampling of the light source positions required to obtain an accurate reconstruction. For this reason, several techniques focus on the reduction of the number of required images by performing measurements in parallel. For this purpose, rotating the object and using a circular light source has been proposed in [ZM00]. Furthermore, printed, static or moving calibrated patterns have been used in [BS03, SCP05, LWDC10]. In [Ike81], a planar Lambertian surface is illuminated by linear lamps and the light reflected from the surface illuminates the object as an extended light source. Ideal surface reflectance is assumed and the measured intensities in the acquired images can be related to the integrated irradiance over the whole extent of the light source. Finally, using several reflectance maps, surface normals are computed using a photometric stereo technique [Woo80]. Further methods make use of the simultaneous encoding of multiple light sources. Such encoding schemes have already been investigated in [NWSS90] for light source arrays, and several more recently published approaches build upon this idea by simulating dense illumination arrays using LCD screens and encoding the illumination emitted from the pixels using structured light patterns [TLGS05, FCMS08, NWR08, YIX07, BBH11]. While the projection of structured light patterns using displays can be applied as a parallel variant of shape-from-specularity techniques, they can be used to derive the surface geometry based on shape-from-distortion techniques as well, which typically rely on the observation of a distorted version of a known or unknown pattern by an imaging sensor, where the distortion is induced by the surface geometry [TLGS05]. So far, most of the approaches still rely on assuming far-field illumination or a distant environment. However, these assumptions are typically not fulfilled as the printed patterns or the LCD displays used for pattern projection have to be located rather close to the object surface in order to obtain dense observations of light directions or feature directions on the mirroring surface.

Knowing the view direction that is determined by the camera parameters and the pixel-based observation of a specular highlight, and the 3D position of the light source or feature on the utilized patterns is still not sufficient to infer the surface geometry due to a remaining normal-depth ambiguity. This ambiguity can be overcome in a multi-view setting as e.g. presented in [BS03], where a calibrated pattern is used to produce reflections on the specular surface. Based on a volumetric representation, the law of reflection is used to hypothesize a normal at each voxel. As a result, generally several normal hypotheses are obtained for the different view directions and light source positions or feature positions. This allows to approach surface reconstruction by assuming that the surface passes through the voxels with the most consis-
tent normal hypotheses. The respective normal consistency is computed per voxel according to a normal disparity measure. As voxels with a low consistency are discarded, such principles are often named as *voxel carving techniques*. The technique proposed in [Pak12] is also based on voxel carving but considers the consistency of normal vector maps per voxel that are used to parameterize the normal hypotheses per voxel. Several other works such as e.g. [CJ82, MC09, HMI10, BAG12] also consider techniques based on hypothesizing surface normals in the context of extending photometric stereo techniques (see Section 5.3). For specular surfaces, investigations on surface reconstruction based on the idea of matching hypothesized normals include the approaches proposed in [W193, BHB11]. While considering overlapping deflectometric measurements obtained from multiple views can be used to reconstruct large mirroring surfaces as shown in [BHB11], self-occlusions are problematic for this approach and a lot of manual work is involved in configuring the individual views.

The technique presented in [YWT*11] considers normal consistency in a single-view setting by clustering per-pixel normal observations using the k-means algorithm [Ste57, Llo57, Mac67]. In [NWR08], a specular consistency similar to the one in [BS03] is derived between a set of views in a triangulation-based scheme using a display with Gray codes for illumination. After triangulation, normals are refined for the estimated depth values in a way similar to the iterative scheme proposed in [TLGS05]. In [Pak13], a probabilistic voxel carving technique has been presented that uses an optimization based on loopy belief propagation. However, only synthetic data has been considered and, even in this rather ideal scenario, the reconstruction results are rather inaccurate.

The technique proposed in [WORK13] focuses on dense geometry reconstruction of mirroring objects by introducing a novel, robust, multi-view normal field integration technique. In this setup, a mirroring object is placed on a turntable where it is observed from eleven cameras on a vertical arc and illuminated with a series of structured light patterns by displays next to it. As not all of the projected structured light codes might be reliably decoded because of the dependency of the pattern distortion on the local surface curvature and the projector position or due to non-perfect mirroring surface characteristics, a local adaption of the decoding to the finest still resolvable pattern resolution is used. The corresponding information observed by a camera represents some kind of light map that encodes for each pixel with a structured light observation the origin of the light source on the display. These light maps are used to calculate individual volumetric normal fields for each combination of camera and illumination configuration and different rotation angle of the turntable. However, occlusions, outliers due to interreflections or noise are likely to occur for more complex object geometries that can be typically expected. As a consequence, the resulting normal fields typically contain regions with missing or even unreliable observations. To still allow a reliable acquisition of the object geometry, a non-parametric clustering of normal hypotheses derived for each point in the scene is used to derive both the local surface normal which is most likely and a corresponding local surface consistency estimate. The normal information and the consistency information per point in the considered volume are then used as input to a variational method, where an iterative, continuous min-cut approach [Str83, Str10] is used to reconstruct the surface geometry. Finally, the surface is refined by means of the measured normal in a narrow band similar to the approach in [WRO*12]. A highly accurate acquisition of the full 3D shape of mirroring objects with complex surface geometry can be achieved using this technique as demonstrated in Figure 23. In particular, the involved multi-view normal field integration scheme is probably the first of its kind which enables an accurate 3D reconstruction not only on synthetic data but also on real-world data. The optimization framework based on the continuous min-cut formulation and the normal-based refinement can also be used with other types of normals as input. For instance, a rather diffuse clay object with some glossy paint can be reconstructed based on using normals estimated with a standard photometric stereo technique as demonstrated in [WORK13].

5.4.3. Techniques Based on the Separation of the Diffuse Component and the Specular Component

Furthermore, the technique recently published in [TFG*13] focuses on the acquisition of objects with diffuse or specular surface reflectance behavior by using continuous spherical harmonic illumination. The response of the object to the harmonics can be used to separate the diffuse reflectance component from the specular reflectance component. Unfortunately, this technique is less suitable for the reconstruction of concave objects.

5.5. Geometry Acquisition of Smooth Surfaces with Ideal or Near Ideal Specular Refraction

Reconstructing the 3D shape of refractive objects (see Section 3.2.5) is even more challenging in comparison to the cases mentioned in the previous sections. In general, such objects might exhibit inhomogeneous reflectance characteristics induced e.g. by a spatially varying refractive index or by inclusions of Lambertian or opaque material components. As pointed out in the recent survey given in [IKL*10], research has mainly been spent on solutions relying on certain simplifying assumptions such as homogeneous material characteristics or considering only the reconstruction of a single surface separating the two enclosing media. The authors identify the main approaches for acquiring refractive surfaces being shape-from-distortion techniques, direct ray measurement techniques, reflectance-based techniques, techniques based on inverse ray tracing, tomography-based approaches and direct sampling techniques. In the scope of this section, we therefore group the related approaches according to these principles.

5.5.1. Shape-from-Distortion Techniques

For the simpler case of acquiring a single refractive surface, shape-from-distortion techniques have been successfully applied. While this kind of methods can also be applied for specular surface reconstruction in a simpler form, refractive surface reconstruction requires considering the refractive index in addition to the surface normal in order to analyze the light path. Early work [Mur90, Mur92] has focused on reconstructing water surfaces from a single view. The movement of the water induces the a-priori unknown background pattern placed at the bottom of the liquid to be observed in a distorted way. Assuming an orthographic camera, optical flow [HS81, LK81] and a subsequent integration of the surface

gradient are used to reconstruct the surface up to a certain scale. This seminal work has been extended in [MK05] by using a stereo camera system and a known pattern to estimate the refractive index, per-pixel depth and surface normals. As a further improvement, no average surface model is used in comparison to the approaches in [Mur90, Mur92]. In particular, the considered consistency measure is similar to the normal consistency used in [NWR08] for specular surface reconstruction. Further work has been dedicated to the reconstruction of glass objects. Projecting structured light patterns into the refractive object with a projector and observing the respective distorted patterns in the camera image has been analyzed in [HSKK96]. In [BEN03], an unknown distant background pattern is used in combination with a known parametric model including shape and refractive index. The object of interest is moved in front of a single, static camera and features are tracked over time similar to [Mur90, Mur92]. In [AMKB04], an extension of optical flow has been proposed to track refracted scene features for which the intensity may vary due to the presence of non-ideally transparent surfaces with e.g. additional absorption.

5.5.2. Techniques Based on the Direct Measurement of the Light Path

Furthermore, refractive surfaces have also been reconstructed by directly measuring the light path. For this purpose, calibrated planar patterns in several positions with respect to the object have been used in [KS05, KS08] to measure the light rays. In their theoretical analysis [KS05, KS08], the authors consider the categorization of reconstruction techniques based on ray measurements independently performed for each pixel. The introduced notation \(\langle N, M, K \rangle\) contains the relevant information with respect to the number \(N\) of views that are required for the reconstruction as well as the number \(M\) of points on specular or refractive surfaces that are located on a piecewise linear light path and the number \(K\) of calibrated reference points on a ray exiting from the object. The authors discuss that such a reconstruction cannot be performed for more than two intersections of the light ray with specular or refractive surfaces. The number \(N\) of views and the number \(K\) of calibrated reference points on a ray do not influence this observation. Following this concept, the authors consider a \((3, 2, 2)\) reconstruction for refractive surfaces. As a result, four surface points with attached normals can be estimated per pixel. While one such pair of point and normal is located on the front surface of the object, the remaining pairs depend on the three differently refracted viewing rays and are located at the back surface.

5.5.3. Reflectance-Based Techniques

A reflectance-based approach has been followed in [MK07]. Dense per-pixel reflectance measurements in a static camera are observed as a result of sequentially illuminating the static object of interest with a light source at varying positions on a regular grid. As a result, a 2D slice of the BRDF is recorded. However, indirect lighting effects influence these measurements. By separating the direct and indirect components of light transport, the authors achieve high-quality reconstructions for depth and normal, even for inhomogeneous refractive objects.

5.5.4. Techniques Based on Inverse Ray Tracing

Other methods rely on the principle of inverse ray tracing. The underlying idea is based on the optimization of the residual of the acquired data and synthetically generated data. In order to reconstruct the surface of time-varying water surfaces, the water has been mixed with a fluorescent dye in [IM06] and a chemiluminescent chemical in [GILM07]. While using UV illumination makes the mixture of water and fluorescent dye self-emissive [IM06], in the case of chemiluminescence [GILM07] a chemical process has to be used for this purpose. Assuming homogeneous emission, both methods use synthetic images for surface fitting via level set optimization. In [WLZ09], the liquid to be reconstructed is dyed with an opaque white paint. As a result, patterns can be projected onto the liquid and the correspondences observed in the cameras allow the reconstruction of the surface. In addition, a physically-based fluid simulation is used in this approach.

5.5.5. Tomography-Based Techniques

As discussed in [IKL10], refractive object reconstruction can be performed by making use of certain acquisition strategies. One possibility is to consider sufficiently high wavelengths for the incident illumination as given for x-rays. In this spirit, computer tomography has been used for scanning objects in [KTM02], and the proposed approach is in principle capable of scanning glass objects.
Furthermore, as mentioned in [IKL*10], a reconstruction of refractive objects is also possible when the refractive indices of the object and the surrounding medium are identical. In [TBH06], glass objects are immersed into a liquid with carefully controlled refractive index. Controlling the refractive index to a value of approximately 1.55 has been achieved by adding chemicals to water. As an ideal transparent object would disappear inside a medium with identical refractive index, the surrounding medium has to be dyed, which can be omitted if the object itself is absorptive [IKL*10].

5.5.6. Direct Sampling Techniques

Furthermore, several methods have been proposed based on a direct sampling. In [HFI*08], fluorescent immersion range scanning has been proposed to reconstruct refractive objects. The objects are placed in a different immersing medium with known refractive index. This liquid has additionally been dyed with a fluorescent chemical. During measurement, this fluorescent liquid causes the utilized laser sheet to be rendered visible while the refractive object to be scanned remains dark. A similar strategy has been explored by observing objects in a different spectrum. Several investigations e.g. focus on shape-from-heating. In [EAM*09], the glass surface is first heated by the incident infrared radiation which is then measured by an infrared camera. This allows to reconstruct the glass surface. Extending this approach, the shape of the hot spots observed by the infrared camera is analyzed in [AEB*12] to derive information regarding local surface orientations. Other works consider structured patterns of infrared radiation [MSSE*10] or the polarization in the infrared domain [MRA*12] for 3D reconstruction. Furthermore, several publications focus on exploiting ultraviolet radiation. In e.g. [RSFM10b,RSFM10a], structured light in the ultraviolet domain has been explored to reconstruct glass surfaces.

5.6. Geometry Acquisition of Surfaces Where Light is Scattered Multiple Times Underneath the Surface

The challenge in acquiring the 3D shape of translucent objects arises from the light transport within the object (see Section 3.2.4). In particular, the incoming light enters the material and travels through the material where it is scattered. When we actively illuminate such translucent objects with a pattern, these non-local subsurface scattering effects induce a blurring of the observed pattern and, hence, make e.g. a triangulation-based reconstruction from the decoded correspondences rather unreliable.

5.6.1. Techniques Based on the Manipulation of Reflectance Properties

In [GLL*04], the authors circumvent these problems arising from the subsurface scattering characteristics by covering the object of interest with a thin, diffuse dust before the actual 3D geometry acquisition via laser scanning is started. Later, this dust can easily be removed again.

5.6.2. Techniques Based on the Separation of Diffuse and Specular Components

Apart from using such tricks, surface geometry of translucent objects can also be acquired by utilizing certain material-specific characteristics of light transport. As many translucent objects also have a strong specular component, shape-from-specularity approaches can be applied where a moving light source is involved and the observed highlights can be used to estimate surface normals which is followed by a normal field integration [CGS06].

In [MHP*07], linearly polarized and circularly polarized spherical gradient illumination patterns are used, and both the diffuse and the specular reflectance is considered to estimate surface normals. The advantage of the circularly spherical patterns can be identified in the fact that they allow the simultaneous estimation of surface normals from different viewpoints. The proposed polarized illumination schemes allow an independent estimation for both diffuse and specular normal maps. The latter have been proven to be adequate for subsurface scattering materials in contrast to the diffuse normal estimates which are affected by the subsurface scattering. More recently, this method has also been used in [GCP*10] with circularly polarized spherical illumination for normal estimation from several viewpoints.

Furthermore, the investigations in [NKGR06] have demonstrated that specular and diffuse components of surface reflection can be separated by phase shifting of high-frequency structured light patterns. This observation has e.g. been explored in [CLFS07], where a phase shifting based structured light approach has been combined with a polarization-based removal of specular highlights at the surface. Based on the fact that global light transport characteristics involve the polarization of light, polarization filters are used in front of both the light source and the camera and multiple scattering effects can be separated from the structured light observations. In subsequent work [CSL08], the same authors remove the dependency on polarization and instead modulate the low-frequency phase shifting patterns to separate direct and global components of light transport. By this modification, the obtained reconstruction quality is further improved in comparison to the technique presented in [CLFS07].

5.6.3. Techniques Based on Structured Light

In [GAVN11], certain structured light patterns tailored to translucent surfaces have been proposed. While the analysis shows that high-frequency patterns are not applicable for translucent objects due to the blurring of the observed pattern, using Gray codes with a certain minimum stripe width following [GG03] shows more robustness on translucent surfaces and allows reliable reconstructions.

5.6.4. Extensions of Photometric Stereo

The recent technique presented in [DMZP14] represents an extension to conventional photometric stereo which enables the simultaneous estimation of both scattering properties and accurate surface normals for planar, homogeneous translucent objects based on observations from at least three different directional illumination configurations based on blind deconvolution. This avoids the problem of blurry normal estimates that would result from an acquisition via conventional photometric stereo.
6. Mesh Reconstruction

Most of the geometry acquisition techniques including the widely used time-of-flight and structured light scanners as well as most of the passive multi-view stereo techniques allow the reconstruction of surfaces in terms of point clouds. As already mentioned in the previous chapter, several e.g. from multiple views separately acquired point clouds can be aligned according to the geometric (extrinsic) calibration of the sensors in order to allow a dense, more complete surface representation of objects or scenes. However, for many purposes, a surface representation in terms of a closed, watertight surface such as a polygon-mesh is desirable. For instance, the accurate depiction of the appearance of an object or scene typically requires the use of closed surface representations on which e.g. reflectance information can be parameterized.

Extracting an accurate, consistent closed surface from point clouds still remains a challenging task and also an active research topic. In particular, the main challenges include the handling of noisy input samples due to inaccuracies of the scanners and their calibration or because of more complex material characteristics that cannot be handled by them. This requires algorithms that are robust enough to avoid overfitting to the noise and make use of redundancy to remove noise from the final surface. As some areas might not be accurately captured because of not being sampled or because of material characteristics, resulting holes in the scans need to be appropriately closed by the reconstruction algorithms. Furthermore, a possibly uneven sampled point cloud needs to be robustly handled and the amount of input data might be very large. The latter requires efficient data structures and optimization techniques are required to keep the computations feasible regarding both time and memory consumption.

In the scope of this section, we will discuss recent approaches for closed surface reconstruction based on two broad categories (see also Figure 24):

- **Global Combinatorial Algorithms**: These methods usually rely on a discretization of space using a tetrahedralization or a voxel based grid or tree. An energy function is then constructed at the discrete points and the domain is partitioned into inside and outside using global graph operations such as min-cut. Recent approaches in this domain include [LPK09, MKG11, WRO+12, WORK13].

- **Implicit Functions**: Another branch of very successful algorithms construct an implicit function that is fitted to the points and extract the isosurface from this function [FKG15]. The Poisson surface reconstruction [KBH06, KH13] transforms the oriented input points into a continuous vector field and reconstructs an indicator function whose gradients match the vector field using a 3D Poisson equation. The method by Calakli and Taubin [CT11] builds a global signed-distance function that is zero at the input points and that has derivatives that correspond to the normals of the points. They also include a regularization based on the Hessian of the function. Fuhrmann and Goesele [FG14] define their implicit function as a sum of weighted basis functions. Each input sample generates a basis function and a weighting function with compact support so that only a small set of these functions needs to be evaluated at any position. The evaluation of the implicit function is performed inside an octree data structure which is then also used for the isosurface extraction.

![Figure 24: Comparison of different surface reconstruction methods. Left: A global approach by [MKG11]. Right: An approach based on a local implicit function [FG14].](image)

6.1. Global Combinatorial Algorithms

Graph-cut based approaches rely on a volumetric interpretation of 3D space. The latter is partitioned into cells based on a regular or adaptive grid structure. A graph-structure is used that links the individual cells that define the nodes of the graph with terminal nodes that represent the labels outside and inside and with the nodes in a local neighborhood following the applied grid structure. The surface to be reconstructed is assumed to pass between the inside and outside nodes.

In [WRO+12], different scalar fields are defined on the continuous volume $\mathbb{R}^3$ to represent surface consistency, outside votes and visibility information. Furthermore, a normal field is derived from the measurements. While in this approach a structured light system is used for the estimation of surface consistency, outside votes and visibility information and the Helmholtz reciprocity [ZBK02] is used for the estimation of a normal field $\mathbf{H}$ that assigns normal information to each point, different techniques could be used to estimate such data. The reconstruction of the object surface $\delta V$ is formulated as a variational problem, where the object interior $V \subset \mathbb{R}^3$ is obtained by solving

$$
\min_V \left\{ -\lambda_1 \int_{\partial V} (\mathbf{c} \cdot \mathbf{n}) \, dA + \lambda_2 \int_V \delta \, dV + \lambda_3 \int_{\partial V} (\alpha - \hat{c}) \, dA \right\}
$$

where $\lambda_1$, $\lambda_2$ and $\lambda_3$ are relative weights of the individual terms and $\alpha > 1$ denotes a constant determining the minimum regularization strength within a completely consistent region. The first term $E_1$ considers the flux of the vector field $\mathbf{c}$ through the object surface. This term is minimized by a surface that is perpendicular to the reconstructed Helmholtz normals $\mathbf{H}$ and in regions with a high consistency $\delta$. The second term $E_2$ is used as an outside constraint to penalize regions of large values $\delta$. This prevents the algorithm from short-cutting through concavities. The last term $E_3$ represents a regularization term and enforces a minimal surface. This penalty is
weighted with the consistency $c$ obtained from the structured light. After calculating the estimates for the surface consistency and the normal field an iterative optimization procedure is carried out. After an initialization of the utilized octree at a coarse level, the grid is successively refined according to the local surface consistency estimates in the volume. In a subsequent iterative process, the memory efficient continuous min-cut [Str83, YBT10] is applied for a global optimization per iteration. In a final step, the resulting binary indicator function is smoothed inspired by the Smooth Signed Distance Reconstruction technique presented in [CT11].

A slightly different variational formulation has been used for the reconstruction of mirroring objects in [WOR13]. Instead of considering directly measured volumetric surface consistency information obtained from triangulation techniques such as structured light, only normal information is used as input in this approach. Individual normal fields obtained for the individual views are combined to one common normal field which contains information about the best local normal and the surface consistency. The underlying assumption is that the normal hypotheses from the different views agree with each other and with the true surface normal at points close to the true surface and deviate further away from the surface. Instead of modeling the probability density of normals under occlusions via a parametric model, which is challenging due to the dependency on the geometry of the considered object as well as on the placement of the involved cameras and screens, only the simplifying assumption is used that the density is highest for the actual surface normal. This assumption is valid as the actual surface normal is consistent over all views where the respective surface point has been observed, whereas outliers are not consistent over several views. Then, the estimation of surface normals can be performed by searching for the largest mode of the underlying probability density function for which mean-shift clustering [Che95] is used by searching for the largest mode of the underlying probability density function for which mean-shift clustering [Che95] is used as a non-parametric technique because it neither requires assuming a model nor creates discretization artifacts. The resulting local normal estimate $\mathbf{N}(x) = \arg\min_\mathbf{n} p_N(\mathbf{n})$ corresponds to the centroid of the highest mode of the probability density function and the density at the centroid is used as a surface consistency measure $c(x) = p_N(\mathbf{N}(x))$. As only normal information is used, the surface reconstruction is formulated as a variational energy minimization problem similar to [CLL07] according to

$$\min_{\mathbf{V}} \left\{ -\lambda_1 \int_{\partial \Omega} (\mathbf{n} \cdot \nabla \mathbf{N}) \, dA + \lambda_2 \int_{\partial \Omega} \alpha \, dA \right\}. \quad (38)$$

The parameters $\lambda_1$ and $\lambda_2$ represent weighting coefficients, $c$ denotes a scalar field of surface consistency and $\alpha$ denotes a regularization parameter. Furthermore, the consistency-scaled vector field $\mathbf{c} \mathbf{N}$ represents information about both the local probability of surface presence and the local normal information for the points in the volume. While the first term in the functional (38) is minimized for high consistency values and a surface which is perpendicular to the observed normals $\mathbf{n}$, the second term represents a regularization term which enforces a minimal surface area. The latter term avoids overfitting by increasing the cost for oscillating surfaces. Similar to [WRO+12], an iterative optimization procedure with an initialization of the utilized octree at a coarse level is used and the memory efficient continuous min-cut [Str83, YBT10] is applied for a global optimization per iteration. The resulting binary indicator function is smoothed in a similar way as in the approach in [WRO+12].

**Multi-resolution Reconstruction** Muecke et al. [MKG11] present another graph-cut based approach. To deal with multi-resolution input data their method uses additional information about the real world size of the sample point similar to the technique described in Section 6.2.3. Depending on this size they build a *global confidence map* inside the volumetric data structure and extract the surface using s-t cuts in a coarse to fine approach on different levels of the octree. See Figure 25 for an overview of the algorithm. This multi-resolution approach can create very high quality surfaces at varying scales. However, in the presence of outliers the top-down approach of first reconstructing on coarse octree levels and only later refining details if possible is not guaranteed to extract the best possible surface in all scenarios. This can be seen in Figure 24 where the technique is compared to the approach by Fuhrmann et al. [FG14].

### 6.2. Implicit Surface Reconstruction

The idea of an implicit surface representation relies on the fitting of an implicit function to the data which is typically given by values less than zero outside of the volume of the considered object and values greater than zero in its inside. The surface itself is given by the zero-set. Typically, the estimated implicit function is evaluated on regular voxel grids or adaptive data structures. Among the most popular approaches of this category of implicit function fitting techniques are the Poisson Surface Reconstruction [KBH06], the Smooth Signed Distance Surface Reconstruction [CT11] and the Floating-Scale Surface Reconstruction [FG14].

#### 6.2.1. Poisson Surface Reconstruction

The Poisson Surface Reconstruction [KBH06, KH13] is a global approach for the fitting of a 3D implicit function $\chi$ to an oriented point cloud by solving a Poisson equation, which is typically followed by the extraction of an appropriate isosurface based on the Marching Cubes algorithm [LC87]. In more detail, an oriented point set $\mathbf{p}_i \in \mathbf{V}$ of $K$ points with attached normals $\mathbf{n}_i$ can be considered as a sparse sampling of a continuous vector field where the gradient of the indicator function

$$\chi_M(p_i) = \begin{cases} 1, & \text{if } \mathbf{p}_i \in M \\ 0, & \text{otherwise} \end{cases} \quad (39)$$

should agree with the normals $\mathbf{n}_i$ of the input sample points $\mathbf{p}_i$, i.e. $\nabla \chi_M(\mathbf{p}_i) = \mathbf{n}_i$. Here, it has to be considered that a vector field can be gradient of a function if the necessary condition, that the vector field is conservative and, hence, its curl $\nabla \times \mathbf{V}$ is equal to zero, is fulfilled.

If the system is overdetermined, the normal equations are considered, i.e. the Poisson equation $\Delta \chi_M = \nabla \cdot \mathbf{V}$ is solved by applying the divergence operator to $\nabla \chi_M = \mathbf{V}$, which results in $\nabla \cdot \chi_M = \nabla \cdot \mathbf{V}$, since solving the Poisson equation amounts in finding an implicit function whose gradient approximates the given vector field best in the $L^2$ norm sense.
As the indicator function \( \chi_M \) might be discontinuous and its gradient might not exist at some sample points, a smoothed indicator function \( \tilde{\chi}_M \) of the smoothed surface normal field is typically used [KBH06], i.e. a discrete point set is used to compute an approximation of the continuous vector field. Then, the relationship between the gradient of a smoothed indicator function and the surface normal field is given according to

\[
\nabla(\chi_M * \tilde{F})(q) = \int_{\partial M} \tilde{F}_p(q) \mathbf{n}_{\partial M}(p) \, dp.
\]

(40)

where \( \tilde{F}(q) \) denotes a smoothing filter, \( \tilde{F}_p(q) \) represents \( \tilde{F}_p(q) = F(q - p) \), \( \partial M \) is the boundary of a solid \( M \) and \( \mathbf{n}_{\partial M}(p) \) describes the inward surface normal at point \( p \in \partial M \).

The integral over the surface \( \partial M \) is approximated by a discrete summation of patches centered at the sample points \( p_i \), i.e. the integral over a patch \( P_{p_i} \) is approximated using the value at the coordinates \( p_i \) which is scaled by the area \( |P_{p_i}| \) of the patch. As a consequence, the computation of the vector field reduces to

\[
\nabla(\chi_M * \bar{F})(q) \approx \sum_{i=1}^{K} |P_{p_i}| \bar{F}_{p_i}(q) \mathbf{n}_i.
\]

(41)

In order to allow a fast, memory efficient computation, multi-resolution approaches for representing the solution are used. As an accurate solution to the Poisson equation is only necessary in the vicinity of the surface \( \partial M \), a discrete representation on adaptive grid structures such as octrees built based on the input point set \( S \) are typically used. Consequently, the function space consists of base functions \( \Phi_o \), chosen to be the \( n \)-th convolution of the box filter (which approximates the Gaussian as \( n \) is increased). Basis functions, associated with each leaf node \( o \in O \) of the octree, are translated to the center of the node, afterwards scaled with respect to the size of the node and have a large support in the local neighborhood. Therefore, the vector field can be computed as the linear combination of these (smooth) basis functions which are associated with the octree cells

\[
V(q) = \sum_{k=1}^{K} \sum_{o \in N_{D}(p_k)} \alpha_{o,k} F_{o}(q) \mathbf{n}_o,
\]

(42)

where \( N_{D}(p) \) denotes the neighborhood with depth \( D \) at the sample at \( p \). Trilinear interpolation weights are represented by \( \alpha_{o,k} \) and the interpolation across eight nearest neighbors allows for sub-node precision.

Then, the Poisson equation is solved in the function space defined above. Because the functions \( \Delta \tilde{\chi} \) and \( \nabla \cdot \mathbf{V} \) are not necessarily in that function space, the problem is solved for \( \tilde{\chi} \) such that the projection of \( \Delta \tilde{\chi} \) to the function space is closest to the projection of \( \nabla \cdot \mathbf{V} \)

\[
\langle \Delta \tilde{\chi}, F_o \rangle = \langle \nabla \cdot \mathbf{V}, F_o \rangle, \quad \forall o \in O
\]

(43)

The resulting linear system is sparse and can be solved using adaptive multi-grid solvers. In case of non-uniform samples, the width of the smoothing kernel has to be adapted.

The Poisson Surface Reconstruction provides a global solution that is robust to noise, can handle a non-uniform sampling of the oriented input point cloud and is efficient regarding memory consumption and speed. Besides the original implementation [KBH06], several of its variants such as a streaming technique presented in [BKH07] as well as the optimized, parallel or GPU-based implementations [ZGHG11, BKBH09] have led to a widespread use of this technique.

6.2.2. Smooth Signed Distance Surface Reconstruction

Similar to the approach of the Poisson Surface Reconstruction [KBH06], the approach in [CT11] is also based on an implicit surface representation. Again, an oriented point cloud consisting of \( K \) points \( p_i \) with attached surface normals \( \mathbf{n}_i \) serves as input to the technique which is referred to as Smooth Signed Distance Surface Reconstruction. As solving for an implicit function that satisfies \( f(p) = 0 \) and \( \nabla f(p) = \mathbf{n} \) for all the points \( p_i \), using an interpolatory scheme involves parameterized families of functions with

\[
\]
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many degrees of freedom in the presence of measurement noise, an approximating scheme is fulfilled where the aforementioned constraints are fulfilled in a least-squares sense. The considered energy minimization framework is based on the functional

$$\text{arg min}_f \lambda_1 E_1(f) + \lambda_2 E_2(f) + \lambda_3 E_3(f),$$

where $E_1(f) = \frac{1}{2} \sum_{i=1}^{N} f(p_i)^2$ penalizes the distance of the reconstruction to the data points, $E_2(f) = \frac{1}{K} \sum_{i=1}^{N} \| \nabla f(p_i) - n_i \|^2$ penalizes the deviations regarding the surface normals and $E_3(f) = \frac{1}{|V|} \int \| H(f(x)) \|^2 \, dx$ represents a regularization term that enforces local smoothness of the gradients, i.e., a low curvature. The weights $\lambda_1, \lambda_2$ and $\lambda_3$ are non-negative weights for the individual terms. $V$ denotes the volume and $H(f(x)) = \left[ \frac{\partial^2 f}{\partial x_1^2}, \frac{\partial^2 f}{\partial x_2^2}, \frac{\partial^2 f}{\partial x_3^2} \right]$ denotes the Hessian matrix of the function $f(x)$. The normalization factor $\frac{1}{|V|}$ removes the dependency of the term on the number of data points. While the data terms $E_1(f)$ and $E_2(f)$ dominate the energy in the vicinity of the data samples and enforce the function to approximate the signed distance function, the regularization term $E_3(f)$ dominates away from the data samples and makes the gradients constant. In their analysis [CT11], the authors consider families of functions

$$f(x) = \sum_{\alpha \in \Gamma} f_\alpha \Phi_\alpha(x)$$

that are linearly parameterized by a finite set of parameters to facilitate the computation of a unique solution of the problem in terms of solving a linear system of equations. The parameter $\alpha = 1, \ldots, K$ represents an index belonging to a finite set $\Gamma$. $\Phi_\alpha(x)$ represents the basis functions and $f_\alpha$ denotes the corresponding coefficient. In their implementation, an octree is used to partition the oriented input point cloud recursively into subsets and the solution is first calculated for a coarser level and successively refined to the desired level using conjugate gradient solvers. Finally, a dual marching cubes algorithm is used to obtain a polygonal approximation of the surface.

### 6.2.3. Floating Scale Surface Reconstruction

The idea of Fuhrmann et al. [FG14] is to utilize scale information during surface reconstruction. As the input point cloud is usually created by a 3D scanning device or an image-based reconstruction algorithm such a scale value can be attached to each point. Scanning devices have a spatial resolution that can be used and for image-based algorithms one can easily define the size of the footprint of every pixel that has been reconstructed. This physically motivated scale changes depending on the distance of the surface to the scanning device. Distant surfaces are sampled at a lower resolution (higher scale value) and surfaces close to the acquisition device are sampled at a higher resolution (lower scale value). Depending on this scale value weights are assigned to the input points with the goal to always represent the highest possible resolution without blurring details in areas where parts of the input points represent surface samples at a high scale and other parts represent the same surface at a lower scale. The approach constructs an implicit function $F(x) : \mathbb{R}^3 \rightarrow \mathbb{R}$ using a sum of basis functions $f_i$. Each of these basis functions is weighted by a function $w_i$ which has a compact support so only a small number of samples need to be evaluated in order to construct the final implicit function. $F$ is defined as

$$F(x) = \sum_{i} c_i w_i(x) f_i(x) \frac{1}{\sum_{i} c_i w_i(x)}$$

where $c_i$ is an optional confidence that can be attached to each input sample but can also be set to a uniform constant $c_i = 1$. The basis functions $f_i$ are constructed so that every sample contributes the same volume to the implicit function and depending on the scale of the sample this volume is distributed in a certain area. In a local coordinate system of a sample, where the position of the sample is at the origin and the normal of the sample points in the direction of the positive x-axis, the basis function is defined as

$$f_1(x) = \frac{x}{\sigma^2} e^{-\frac{x^2}{2\sigma^2}}$$

$$f_2(x) = \frac{1}{\sigma^2} \frac{\sigma}{x} e^{-\frac{x^2}{2\sigma^2}}$$

$$f_3(x) = \frac{1}{\sigma^2} \frac{\sigma}{x} e^{-\frac{x^2}{2\sigma^2}}$$

$$f_4(x) = \frac{1}{\sigma^2} \frac{\sigma}{x} e^{-\frac{x^2}{2\sigma^2}}$$

Figure 26 shows 2D illustrations of the basis and weighting functions. The final function $F$ is now sampled using an octree data structure. The octree is build by iteratively inserting all input samples starting from a root node around the first sample, expanding the octree if necessary, and subdividing an octree node if its side length is bigger than the scale value of the inserted sample. The implicit function is then evaluated at all voxels using primal sampling, i.e., the voxels are located at the corners of the octree nodes. After the implicit function is sampled inside the octree the final surface can be extracted as the zero-set of $F$ using an appropriate marching cubes algorithm [KKDH07].
6.2.4. Global Multiscale Surface Reconstruction

The recent method by Ummenhofer et al. [UB15] also uses scale values in addition to the positions and normals of the input points. Similar to Fuhrmann et al. [FG14] they insert all points into an octree and treat each point as a singed distance function with a compact support window that is defined via weight functions \( w_i \). Their technique, however, uses a dual sampling approach and they aggregate the values of the distance functions \( f_i \) and the orientations of the points \( g_i \) at the voxel centers. Depending on the voxel center \( c \) and the voxel size \( s(c) \) they define for each input point (with position \( p_i \), normal \( n_i \), and scale \( \sigma \))

\[
\begin{align*}
  w_i(c) &= \frac{4}{3} \pi \sigma_i^3 R_\alpha(p_i - c) \\
  f_i(c) &= (n_i, c - p_i) \\
  g_i(c) &= n_i
\end{align*}
\]

\( R_\alpha \) is the aggregation window for each voxel and defined using \( h = 3s(c) \) as

\[
R_\alpha(r) = \begin{cases}
  \frac{315}{64\pi} (h^2 - \|r\|^2)^2 & \text{if } |\|r\|| \leq h \\
  0 & \text{otherwise}
\end{cases}
\]

The approach now solves for a global solution, defined as a signed distance function \( u(x) \) and a normal vector field \( v(x) \), by minimizing an energy function

\[
E(u, v) = \lambda_1 E_{\text{data}, u} + \lambda_2 E_{\text{data}, v} + \alpha_1 E_{\text{coupling}} + \alpha_2 E_{\text{smooth}}
\]

with

\[
\begin{align*}
  E_{\text{data}, u}(u) &= \int \frac{1}{s} \sum w_{ni} |u - f_n| dx \\
  E_{\text{data}, v}(v) &= \int \sum w_{ni} |v - g_n| dx \\
  E_{\text{coupling}}(u, v) &= \int |\nabla u - v|^2 dx \\
  E_{\text{smooth}}(v) &= \int s |\mathbf{J}_v|^2 dx
\end{align*}
\]

where \( \mathbf{J}_v \) is the Jacobian of the vector field. To solve this function they use a finite volume discretization based on the dual sampling of the octree and iterative reweighted least squares. Once the final implicit function has been computed for the octree the surface is extracted using the dual contouring algorithm [JLSW02] which allows for further improvement of the vertex positions of the final mesh. Compared to other strategies this can produce much sharper corners. Compared to Fuhrmann et al. [FG14] the global optimization of the implicit function can deal with an increased amount of outliers in the input point set and still produce a smooth, consistent result.

7. Advances in Reflectance Acquisition

For an adequate acquisition of surface reflectance, the complexity of visual surface reflectance has to be considered in a similar way as in the context of geometry acquisition. The categorization of materials as discussed in Section 3.2 indicates that visual material appearance is characterized by different phenomena of light exchange with a particular object surface of interest which may also be analyzed when focusing on reflectance acquisition. In particular, diffuse and specular components as well as potentially occurring subsurface scattering or refraction characteristics have to be considered in the reflectance models, and the respective reflectance acquisition is typically designed according to the assumed underlying model. Many different models have been proposed in literature to model surface reflectance behavior, each focusing on accurately representing a certain subset of the possible materials.

In the following sections, we first discuss the different reflectance representations which is followed by a review regarding the individual appearance acquisition techniques. In particular, we group the techniques according to the reflectance representation that has been considered in the respective investigations and provide a particular detailed discussion regarding BTF acquisition techniques.

7.1. Reflectance Representations

Efficiently modeling surface reflectance behavior is also coupled with the use of an adequate model, which should have as few parameters as possible to still enable a faithful depiction of the material in a synthetic image with an acceptable acquisition time. Modeling e.g. the surface reflectance behavior of a diffuse object, where the incoming light is reflected uniformly into a hemisphere on the local surface patch, requires considering different material characteristics than modeling surface reflectance of mirrors which, in turn, is determined by an almost ideal direct reflection of the incoming light. Similarly, modeling reflectance behavior for materials with both diffuse and specular components or translucent and transparent materials requires considering the respectively relevant characteristics of the individual materials. In this regard, reflectance acquisition strongly depends on the representation used to model the reflectance of a particular material, as some parameters might not have to be measured. For e.g. a diffuse material, there is no need to capture the full 12-dimensional function \( \rho(x, \theta_i, \phi_i, \lambda, x, \theta_r, \phi_r) \) as only capturing two-dimensional textured bump maps \( \rho_{\text{bumpMap}}(x) \) may be sufficient. Furthermore, measuring the four-dimensional bidirectional reflectance distribution function (BRDF) \( \rho_{\text{BRDF}}(\theta_i, \phi_i, \theta_r, \phi_r) \) is typically sufficient for homogeneous materials without subsurface scattering. For instance, when considering a flat piece of specular metal, parametric BRDF models might be a good choice which means that the dependency of material appearance with respect to the incoming light direction and the outgoing light direction has to be considered during acquisition. In fact, a multitude of BRDF models has been presented in the literature for surfaces with different complexity with respect to the optical reflectance behavior. In contrast, the presence of spatially varying material characteristics might require the measurement of spatially varying BRDFs (SVBRDFs) \( \rho_{\text{SVBRDF}}(x, \theta_i, \phi_i, \theta_r, \phi_r) \) or bidirectional texture functions (BTFs) \( \rho_{\text{BTF}}(x, \theta_i, \phi_i, \theta_r, \phi_r) \). For brushed metal, which fulfills the requirements of the representation in terms of BRDFs because of the direct reflection of the incoming light, the typically strong specular reflectance component would require extremely dense measurements to capture the characteristics of the specular highlights. This makes data-driven reflectance acquisition rather impractical, and, hence, SVBRDFs based on analytical mod-

els are typically fitted. In contrast, when considering materials such as cloth samples that exhibit spatially varying mesoscopic effects such as subsurface scattering, interreflections and self-shadowing, parametric models are not sufficient to capture these effects. Instead, it is a better choice to use BTF models which are well-suited to represent such effects.

Depending on the parameters of the respective material model, the acquisition device has to be designed in a way that material appearance can be captured under the involved parameter configurations. The more parameters have to be considered during acquisition, the more data has to be acquired which increases the time required for the post-processing of the data as well. For materials following simple homogeneous BRDF models, only four parameters have to be measured, which might be done in only a few minutes. In contrast, materials with e.g. a spatially varying reflectance behavior require the measurement of six parameters in order to obtain an SVBRDF or BTF representation. In addition, the sampling density of the involved view-light configurations that need to be measured also needs to be taken into account. For dense measurements of several thousands of view-light configurations as used in e.g. [SWRK11, SWK13], even fine details of mesoscopic reflectance can be adequately captured. However, even when acquiring a densely sampled BTF, the acquisition and processing times might vary significantly depending on the complexity of the involved materials, which influences the acquisition parameters such as the number of exposures used during the measurement. Example reconstructions of the optical reflectance properties obtained using different methods are shown in Figure 27. Obviously, the use of simple texture is not adequate to faithfully reproduce the appearance characteristics of the shown cultural heritage object. In contrast, the acquisition of the six-dimensional BTF enables a subsequent photo-realistic depiction of the object.

7.2. Texture Acquisition

After discussing the representation of textures on the surface geometry, we will briefly review strategies for the registration of the acquired data with respect to the surface geometry as well as strategies for color adjustment.

7.2.1. Representation

As discussed in Section 3.3, simple static textures or texture maps \( \text{TextureMap}(x) \) describe the two-dimensional distribution of a certain type of information that might be given by anything we can imagine to be represented in terms of images. When considering reflectance acquisition and assuming that the multiple images have already been registered and the surface geometry is known as a result from techniques mentioned in Section 5, the reflectance behavior of an object surface is stored in a two-dimensional domain parameterized over the object surface. Therefore, only one single color value has to be acquired for a certain spatial position \( x \) on the object surface regardless of variations in viewpoint or illumination. Typically, the viewpoint and the illumination conditions remain almost constant during a controlled acquisition and often a rather orthogonal view on the object surface and diffuse illumination are used. However, when e.g. internet photo collections are used for the reconstruction of a particular scene or object, no such controlled setting is given and, consequently, varying viewing conditions, illumination conditions and camera conditions may occur.

In the simplest form, the measured data is stored in a 2D texture atlas as given e.g. by an image. Depending on the imaging sensor and acquisition parameters such as the number of measured spectral bands, such an image might contain radiance values in terms of a gray-scale representation or (possibly multi-spectral) color representation. Furthermore, the surface reflectance of the object of interest might be acquired under different exposure times to measure and store the high dynamic range of the surface reflectance.

7.2.2. Registration

In a typical acquisition process, images of a scene or object of interest are acquired under different view configurations and the acquired images have to be registered with respect to the surface geometry. In order to obtain a plausible impression, dense measurements have to be performed. Otherwise the low resolution does not allow a sufficiently accurate texture acquisition. As e.g. shown in [FFG*10, SSS*08], where only the colors of the vertices in a mesh-based surface representation are used, low resolutions of the underlying mesh induce severe problems for texture acquisition. Furthermore, taking the mean of the color values observed for a particular surface position in the scene acquired from multiple views has been applied in e.g. [ASS*09] to obtain colorized point clouds and in e.g. [FFG*10] to obtain colorized meshes, but this does not result in an adequate visual fidelity. Most of the approaches on surface texturing therefore focus on identifying certain views that should be selected for generating the texture map, which is typically followed by a color adjustment step to reduce possibly occurring seams between neighboring texture patches.

Several approaches focus on the selection of a single view to texture a particular face in the mesh-based geometry representation of the scene or object [LI07, VSJ07, GWO*10, GDDA13]. In [LI07], the problem of texturing the geometry of an object or scene based on registered images is approached by first projecting the individual images onto the surface geometry and a single view per face is selected based on maximizing the quality of the resulting mosaiced texture in a Markov random field energy optimization. While the used data term models the quality of the individual images acquired from different views, an additional smoothness term is used to penalize seams between the patches. The terms used in this energy functional have been extended in [APK08, GWO*10, WMG14]. In [APK08], the data term is specified by the size of the projection of a particular face into an individual registered image, which allows to incorporate image resolution, view angle and view proximity into the optimization. As image blur is not considered, the extension presented in [GWO*10] focuses on the use of gradient magnitudes integrated over the footprint on which a particular face has been projected. Larger sizes of the projected footprint of the face in the respective image as obtained for orthogonal views onto the surface, close-range views and high image resolutions as well as strong gradients due to being in-focus will increase the value of the data term. To reduce the influence of occluders that might be present in individual images, an additional photo-consistency check has been used in [WMG14]. This technique is based on a modified version of the mean-shift algorithm [CM02] and is less sensitive to outliers.
than mean or medoid colors as applied in [SSS*08,GKKP07]. This allows the robust detection of views that are photo-consistent for a particular face.

In contrast, an alternative is given by the selection of several views and the adequate per-face blending of the respective information. In [Deb96], view-dependent texture mapping has been used to blend textures based on the closest neighbors in the set of acquired views to the view specified for the rendering. Additionally, a weighted averaging is used to enforce smoothness regarding the colors of neighboring patches. An alternative has been proposed in [Bau02], where the acquired images are decomposed into a high-frequency image and a low-frequency image. Subsequently, these are blended independently per frequency domain and finally combined to obtain the final texture. The blending in frequency space has also been used in [APK08,CZCW12]. Adequate weights may also be determined based on the view angle and the proximity to the model [GKKP07,CCCS08] and proximity to depth discontinuities has additionally been used in [CCCS08]. As stated in e.g. [WMG14], problems of such techniques are given by the fact that inaccuracies in the camera calibration or the reconstructed geometry might result in misaligned borders of the texture patches or ghosting which both cause visible seams. In addition, scale dependency has to be taken into account as an individual face might be projected onto a rather small footprint or an extremely large footprint depending on the camera pose with respect to the object. Otherwise, details in images acquired under close-range viewpoints are likely to get blurred due to the influence of information of images captured under distant viewpoints. Furthermore, a perfect alignment of the images with respect to the 3D geometry is still challenging. For this purpose, a correction of this local misalignment has been proposed in [DMC*12], where optical flow is used to compute the local displacements instead of a global mapping.

### 7.2.3. Color Adjustment

Many of the currently available laser scanning devices are equipped with an additional camera so that colored point clouds can be acquired directly, i.e. for each of the reconstructed 3D points there is additional RGB information available as observed under a single viewpoint. In a multi-view scenario such as given for multi-view stereo techniques, the determination of a single still plausible color value per surface point becomes significantly more challenging. The reason for this is given in the nature of such methods that typically try to get an as-complete-as-possible reconstruction of the observed scene content based on multiple images, where parts of the scene are not only observed in a single image but in several images acquired under different viewing conditions where the illumination conditions might be different as well. The color values measured for a particular surface point under different view-light configurations might be rather different due to a more complex reflectance behavior and also due to possibly varying camera characteristics or illumination conditions. Hence, there is a need to determine one single color value for each surface position from all the available observations in order to derive a texture map for the surfaces of objects within the scene. In this process, care has to be taken so that an as-plausible-as-possible impression of the scene content can be preserved based on this rather simple representation.

In order to compensate for color discontinuities between neighboring texture patches arising from different characteristics of the involved cameras (e.g. response curves, exposure times, etc.) or different illumination conditions in the individual images, an additional color adjustment step is typically applied. Local photometric adjustments have been proposed in [VSJ07], where the color at the discontinuity is determined by the mean of the patches and a smooth transition to this value is reached by heat diffusion. Global photometric adjustments have been proposed in e.g. [LI07] based on luminance correction terms that are added to the vertex luminance functions so that there are only small luminance differences at the
seams and the derivatives of adjustments are small within a patch. Instead of only using color values at the projections of vertices of the object geometry into the individual images as used in [LI07], a more sophisticated approach has been presented in [WMG14] by also using color values along all adjacent seam edges.

7.3. BRDF Models and Their Acquisition

The texture-based representation of surface reflectance described in the previous section is typically not sufficient to preserve a realistic depiction of surface reflectance behavior of materials. The reason for this is the strong dependency of material appearance on the viewing conditions and illumination conditions, which has already been subject of several studies [Pho75, TS67, NRH’77]. In particular, the probably first formal description of the dependency of material appearance on view direction and light direction has been introduced in [NRH’77] with the bidirectional reflectance distribution function (BRDF) \( \rho_{\text{BRDF}}(\theta, \phi, \Theta, \Phi) \). As already discussed in [NRH’77] and in Section 3.3, the BRDF is only a rather special case of the more general eight-dimensional BSSRDF \( \rho_{\text{BSSRDF}}(x, \theta, \phi, x, \theta, \phi) \) and is tailored to flat and opaque materials/homogeneous opaque materials [DF97] as a result of the reduced parameter set. While the full BRDF has to be measured for materials with anisotropic reflectance behavior, only a subset of these configurations, namely only the azimuthal angle between the view direction and the light direction, has to be measured for isotropic materials. Additionally, if multi-spectral BRDFs \( \rho_{\text{BRDF}, \text{multi-spectral}}(\theta, \phi, \theta, \phi, \lambda) \) have to be measured, there is an additional dependency on the wavelength \( \lambda \). BRDF setups therefore need to be designed in a way that allows a systematic measurement of the dependency of surface reflectance on all its relevant parameters and several concepts have been proposed in literature. In the following sections, we first discuss the representation of BRDFs and, then, group the BRDF acquisition techniques according to the underlying measurement principle into gonioreflectometer-like setups, mirror-based setups and acquisition approaches that exploit geometric configurations by the use of curved objects.

7.3.1. Representation

Once the data has been acquired, either parametric BRDF models or non-parametric BRDF models are fitted to the measured data. The fitting of parametric BRDF models that are given by analytical functions can be achieved based on models that are efficient to compute such as the Blinn-Phong model [Bli77], the LaFortune model [LFTG97], the Ashikhmin model [AS00] or the directional statistics BRDF model [Nis96], based on micro-facet models such as the Ward model [War92], the Cook-Torrance model [CT82], the Schlick model [Sch94] or based on wave-optics-based BRDF models [HTSG91]. The result of the fitting procedure is given by estimates for the parameters of the chosen BRDF model. In contrast, non-parametric BRDF models typically rely on representing the surface reflectance behavior by linear combinations of certain basis functions such as spherical harmonics [WAT92, RH01], Zernike polynomials [Kvd98], spherical wavelets [SS95, LF97, MPBM03b], radial basis functions [ZREB06, WWHL07], rational functions [PSCS’12] or measured BRDFs [MPBM03b, WWHL07, RWS’11, ASOS13]. However, a tabulated representation might be used as well [MPBM03b, LBAD’06]. This allows such non-parametric approaches to represent a more general surface reflectance behavior and also offers a higher accuracy in comparison to parametric models. In the scope of these course notes, we will focus on the review of the different approaches that have been proposed to acquire the respective data. Details regarding the individual BRDF models can be found in literature such as the survey in [HF13].

7.3.2. Gonioreflectometer-like Setups

Most of the BRDF acquisition approaches rely on gonioreflectometer-like setups. The underlying measurement principle is based on the possibility to independently vary the viewing conditions and the illumination conditions with respect to the surface of the material sample to be acquired as illustrated in Figure 28. This can be achieved by changing the pose of the material sample relatively to the involved detector and light source or by changing the position of the detector, that measures the radiance coming from the material sample, and the position of the light source, that illuminates the material sample, relatively to the pose of the material sample. Typically, such approaches offer the possibility to sample almost arbitrary view-light configurations. In addition, point light sources are applied to allow for a local illumination on the surface so that no superposition of the reflected radiance and scattering effects is acquired but only the reflected radiance.

![Figure 28: Gonioreflectometer setup used in [SSK03]: A static light source is used to illuminate the sample that can be rotated based on a robot arm. Furthermore, the camera that observes the material sample can be moved based on a rail system.](image)
and observed by a photodiode detector with a spectral resolution of 10nm under elevation angles up to 85°.

The setup in [MWBS96] relies on varying only the azimuthal angle between the light direction and the view direction and therefore allows to measure only isotropic materials. Similarly, the setup in [Foo97] also only allows the acquisition of isotropic BRDFs. While the pose of the material sample can be manipulated via a rotation and lifting stage that allows rotating the object and changing its vertical position, the light source position can be rotated around the material sample with one degree of freedom. Despite the four realized degrees of freedom, only the reflectance of isotropic materials can be acquired as the mounting of components does not allow to measure independent measurements of view-light configurations.

Furthermore, the setup in [WSB98] involves two rotation arms that are equipped with a photodiode serving as detector and a laser diode serving as light source respectively. These arms can be remotely controlled and the material sample is additionally placed on a turntable. While this setup allowed an improvement of the measurement accuracy at the time of its publication, occlusions of the arms occurring near the retro-reflection represent limitations of this setup. The trend of using controllable arms has been further investigated in [Ke99], where a robotized arm is involved that allows a manipulation of the camera with five degrees of freedom. Additionally, the material can be rotated around one axis and translated along two directions in this setup. Even if the number of degrees of freedom in this setup seems rather large, the use of a single fixed light source position limits the number of measurements that can be performed to only a partial BRDF measurement.

Unfortunately, performing successive measurements of all the configurations of view direction and light direction relative to the surface of the material sample with a gonioreflectometer setup is a time-consuming process although the aforementioned automatic positioning systems already greatly improve the efficiency in comparison to manual adjustments of these parameters. As a consequence, several investigations have focused on speeding-up the measurement process. One possibility to achieve this is given by an as-sparse-as-possible acquisition. In [LSL03], a view planning has been proposed based on an iterative reduction of the parameters in the fitted BRDF model to reach a significantly faster acquisition. In contrast, a different approach has been followed in [SSR06], where parallel measurements have been performed by using four cameras simultaneously. These are mounted on fixed arms and the material sample can only be tilted in the setup while being illuminated by a halogen lamp that is mounted on an arm that only allows a planar variation of the light source position. While the limitations of this acquisition process only allow a sparse measurement of the full four-dimensional BRDF, the missing data is estimated by interpolation using a fitted parametric BRDF model. This allows to perform a fast BRDF measurement. More recently, a denser and also multi-spectral acquisition of isotropic BRDFs has been proposed in [ZWWW10], where the corresponding setup is based on a rotation stage that allows to rotate the sample around three axes. The sample is illuminated by a halogen lamp and the radiance coming from the material sample is measured with a fiber-optic spectrometer.

Another gonioreflectometer-like setup has been proposed in [LFD08]. The material sample can be panned and tilted with the sampleholder and is illuminated by a static xenon lamp with special optics and filters. Furthermore, an involved bench with an attached photodetector can be tilted relatively to the sampleholder on the turntable. This setup not only allows the measurement of anisotropic BRDFs or BTDFs, but also the measurement of the more general BSDF. Furthermore, HDR measurements can be performed to better capture the dynamic range of the incoming radiance.

Furthermore, multi-spectral HDR BRDF/BTF acquisition has been approached in [HGH06] with a highly accurate setup, where the material sample is held by a robot arm that allows pose variations along five degrees of freedom. The sample is illuminated by a spatially uniform light source that can be rotated around the arm based on a rotation stage. Several detectors – a photodiode with the spectral range of 250nm to 1700nm, a line-scan imaging sensor with a spectrometer (360nm to 830nm) and a HDR luminance camera with a spectral resolution of 28µm [HAH12] – are used in the scope of this setup to allow a robust acquisition of the appearance characteristics of the material sample. Highly accurate angular measurements with an accuracy of 0.002° have been reported.

A setup design for the fast BRDF acquisition based on rather specialized hardware has been proposed in [NZV11]. The material sample is illuminated by a laser-projector and indirect reflections on a Lambertian material can be observed by the detector. As a result, a multitude of view-light configurations of the BRDF can be measured simultaneously.

7.3.3. Mirror-Based BRDF Acquisition

A significantly different approach in comparison to gonioreflectometer-like setups has been introduced with mirror-based acquisition setups. The key idea of such setups is the reduction of degrees of freedom that need to be accounted for by the mechanical adjustments involved in gonioreflectometer-like setups by performing several measurements in parallel. This can be achieved by an adequate arrangement of mirrors in the acquisition setup so that the sample surface is not only directly observed from a single view-light configuration but from a multitude of view-light configurations at the same time. Similar to gonioreflectometer setups, mirror-based setups allow to acquire the BRDF directly without the superposition with additional scattering characteristics.

One of the first of such mirror-based setups has been proposed in [War92]. The setup consists of a half-silvered hemispherical mirror under which a material sample is placed and captured by a fish-eye camera. This procedure requires two degrees of freedom less to be measured based on mechanical manipulations. The material sample can be rotated with one degree of freedom and a light source is mounted on a pivoting arm that allows a movement along a one-dimensional path. The light beam emitted by the light source is collimated. Furthermore, care has been taken that no direct illumination is received by the involved camera. This even allows the measurement under retro-reflection directions, which e.g. cannot easily be measured by gonioreflectometers due to occlusions of camera and light source. Moreover, the radiance emitted by the material sample can be simultaneously measured.
from a multitude of viewing directions. This results in rather short acquisition times of only a few minutes. However, the acquisition relies on a manual positioning of both the material sample and the light source. Further drawbacks can be recognized in the inaccurate measurements near grazing angles and the distortion of the fish-eye lens.

In the setup used in [Dan01], the material sample to be acquired is placed in the focal point of a parabolic mirror. Directional illumination is generated using fiber-optics, and the generated light ray is controlled with a specific aperture and directed to illuminate the mirror at a certain position, where the light is reflected onto the material sample. The incoming light is reflected at the surface of the material sample towards the parabolic mirror where it is re-directed and finally observed by a camera. The use of a beam splitter allows the realization of coincident view directions and light directions and, therefore, avoids occlusion problems regarding camera or light source that might e.g. occur in gonioreflectometer setups for some configurations. This principle again allows the simultaneous measurement of a multitude of configurations with different view directions under a single illumination condition and, hence, a speed-up of the BRDF acquisition process. Unfortunately, only a rather limited range of inclination angles between 23° and 37° for both view and light direction can be acquired due to the constraints given by the setup.

An approach similar to the setup in [Dan01] has been proposed in [MSY07], where the material sample is also placed in the focal point of an, in this case, ellipsoidal mirror. The main difference of this approach is given by the use of multiplexed illumination. For this purpose, a projector is used to project Hadamard patterns via the mirror onto the surface of the object where they are observed with a camera based on the reflections in the mirror. As in [Dan01], a beam splitter allows the coincidence of the optical axis of the camera and the light direction and, as a result, the projected patterns on the surface of the material sample can be observed simultaneously from a multitude of viewing directions. However, while the illumination multiplexing also allows to measure several illumination configurations at the same time by exploiting the linearity of light superposition, typical problems of such multiplexing techniques are given by a lower signal-to-noise ratio, i.e. the noise component is usually clearly visible and the dynamic range of the acquired data is rather low.

The use of such more advanced illumination techniques has also been investigated in [GAH07], where a sequence of basis functions is used to illuminate the respective material sample from several directions. As in [Dan01] and in [MSY07], a beam splitter is used in the setup to realize a coincidence of the optical axis of the involved camera and the light direction before the light enters the more sophisticated mirror construction, where it is first reflected at a parabolic mirror and subsequently re-directed towards the material sample based on a dome-like mirror. As a result of the constructed setup, the parabolic mirror occludes the view and illumination from directions close to the surface normal and, hence, an extrapolation based on spherical harmonics, that are fitted to the measured values, has to be used instead.

7.3.4. Exploiting Geometric Configurations for BRDF Acquisition

Another strategy to perform a simultaneous measurement of multiple view-light configurations is based on using curved material samples that are observed in the image taken by a camera, where the geometry of the material sample is typically known a-priori or separately measured. As typically several neighboring surface points are measured simultaneously, image-based techniques do not allow an actual BRDF acquisition but only the acquisition of the superposition of both the BRDF and a scattering induced by the effects at points in the local neighborhood.

In the setup used in [KMG96], the light source is placed with a close range with respect to the material sample so that many configurations with varying light directions can be observed in images taken by a static camera that is also placed in the near-field. The light source can additionally be moved which allows a dense sampling of the view-light configurations in the upper hemisphere with respect to the surface normal of the material sample.

In [LL95], an image sequence is acquired in a setup where the optical axis of the involved camera coincides with the ray of the incoming light emitted by a light source. Based on the acquired image sequence, an approximation of the surface of the curved material sample is estimated together with an isotropic BRDF. Anisotropic surface reflectance cannot be acquired because of the collinearity of view direction and light direction.

In order to acquire the full anisotropic BRDF of velvet, a cylindrical geometry with four attached velvet samples has been used in [LKK98] which has been observed by a fixed CCD camera under illumination by a movable light source. In particular, the attached velvet samples have been cut from the same material sample and attached to the cylinder so that each of the stripes has a different orientation of the fibers. The cylinder geometry allows the simultaneous measurement of a multitude of view-light configurations. Additional scattering characteristics are observed in a second setup that is based on illuminating the velvet sample from the back using a halogen light source emitting white light and illuminating the fiber tips with green laser light. A microscopic objective and a focusing attachment are used in front of the camera to allow the measurement of the light scattered from the velvet fibers. This approach requires the material samples to be bendable so that they can be attached to the cylindrical shape.

Cylindrical material samples have also been used in [MWLT00] as well as spherical material samples to exploit the possibility of a parallel acquisition of several view-light configurations. The setup is based on one camera that observes the material sample placed on a rotation stage while a second camera is used to track the position of a moving light source. Based on this setup, isotropic BRDFs have been acquired. In [MWL99], this setup has been extended by a laser scanner so that differently shaped material samples can be used instead of relying on an a-priori known spherical or cylindrical geometry. Measuring the object geometry has also been followed in [SW97] and, based on the reconstructed geometry, the diffuse and specular components of the surface reflectance behavior are estimated which, in turn, serve for the fitting of a BRDF model.

In [MPBM03a], isotropic BRDFs of spherical material samples
are measured in a gonioreflectometer-like setup. The known spherical geometry of the material sample allows to reduce the number of degrees of freedom that have to be realized by mechanical movements of the involved components from four to two, as the radiance coming from the spherical sample towards the camera can be measured in different view directions within a single image. Furthermore, HDR-based BRDF acquisition approaches that also rely on spherical material samples have been presented in [KKP+08] and [CCG+05].

The approach presented in [DD06] is based on cutting the material sample into a set of 20 smaller pieces that are placed on a known geometric shape, i.e. a cylinder, in different orientations, where they are observed by a static camera while the light source can be moved around the material sample. This allows to capture anisotropic BRDFs and, hence, only bendable material samples can be measured. In order to obtain an acceptable azimuthal resolution in the measurements, many pieces of the sample need to be distributed on the known geometry in different orientations.

7.3.5. Arrays of Detectors or Light Sources

A dome-like arrangement of uniformly distributed LEDs has been introduced in [BEWW+08] for the acquisition of multi-spectral BRDFs. The LEDs are equipped with telecentric lenses and are used both as light source and detector which circumvents problems regarding occlusions of detector and light source as occurring in gonioreflectometer-like setups. However, the use of 65 LEDs at fixed positions only allows a rather coarse sampling of view-light configurations to be measured so that details in the surface reflectance behavior, such as highlights, might not be adequately captured.

Sparse BRDF measurements have been performed in [DWT+10] in a setup with six LED light sources that are used to illuminate the material sample. The material sample is simultaneously observed from a multitude of different view directions with a maximum elevation angle of 48° which is achieved by using two specific condenser lenses. This setup has been realized within a rather small and easily portable device. Based on sparse measurements, a micro-facet BRDF model is fitted. However, one of the LEDs is placed between the condenser lenses and therefore occludes some of the view directions. Such occlusions are avoided in the extension of this setup presented in [LDW+10], where the optical axis is not perpendicular to the surface of the material sample as in [DWT+10] but rotated by 20°. The LEDs are placed to sample the hemisphere where there are no sensing lenses. The missing data is obtained by exploiting BRDF reciprocity. This means that only a BRDF slice is measured, where again a micro-facet BRDF model is fitted similar to the approach in [DWT+10].

7.4. SVBRDFs and Their Acquisition

After a discussion of the SVBRDF representation, we discuss the individual methods that can be categorized into the strategies for SVBRDF acquisition that are either based on a sparse sampling of the measured view-light configurations or based on a dense sampling.

7.4.1. Representation

As already discussed in Section 3.3, spatially varying bidirectional reflectance distribution functions (SVBRDFs) \( \rho_{SVBRDF}(x, \theta, \phi, \theta_s, \phi_s) \) model the dependency of surface reflectance behavior on the light direction \( \theta, \phi \), the view direction \( \theta_s, \phi_s \) and spatial positions \( x \) of the parameterized surface. The key difference when acquiring SVBRDFs instead of BRDFs is given by the spatial variation in the surface reflectance behavior that is modeled as a spatial distribution of mutually independent BRDFs over the surface of the respective material sample. As these BRDFs can be represented based on analytical functions, it may be sufficient to fit the parameters of the SVBRDF model based on only a few measurements. In contrast to such sparse sampling strategies, several acquisition techniques still use a dense sampling of view-light configurations to allow a more robust fitting of the model parameters.

7.4.2. Sparse Sampling Strategies

An image-based approach has been presented in [LKG+01], where a camera observes the spatially varying appearance of an object from different viewpoints under illumination by a movable light source. The position of the light source is estimated based on highlight observations on accurately aligned mirroring calibration spheres and the surface geometry of the object is acquired using a laser scanner. First, reflectance values are gathered for the particular surface points based on their back-projection into the individual images acquired under different light source positions and taking the color values at the intersection. Then, analytical Lafortune BRDF models [LFTG97] are fitted to these radiance values acquired for different surface points using Levenberg-Marquardt optimization [Lev44] due to the nonlinearity of the Lafortune BRDF model. Additionally, the covariance matrix obtained in the optimization reveals information regarding the direction with the maximum variation in the observations in the respective parameter space. In a subsequent clustering step, clusters are iteratively split along the principal axis of the variance if their intra-cluster variance is too large. Finally, the spatial variations in appearance are modeled per texel as a weighted sum of these clustered Lafortune models. This approach has been extended in [LKG+03] by a per-texel normal refinement using photometric stereo. As the view configurations and light source configurations are set in a manual procedure, a further extension of this approach has been introduced in [LLSS03] with a planning strategy for iteratively specifying the view-light configurations to be measured by minimizing the uncertainty of the involved parameters based on the already acquired data. Such adaptive measurement approaches allow a systematic acquisition of the data that is needed most urgently to perform an as-sparse-as-possible and still accurate acquisition.

A quite similar strategy has been followed in [McA02] with a gonioreflectometer-based setup where the sampleholder allows a 3D rotation of flat material samples. The latter are observed by a static camera under illumination by a light source that can be rotated around the sample. This allows to acquire radiance values per surface point under different illuminations based on a homography-based registration of the acquired images to the texture map space on the flat material sample. Based on these acquired values, a
BRDF is obtained per surface point based on fitting Lafortune models similar to the approach in [LKG*01, LKG*03].

The principle of the approach presented in [GCHS05] is similar to the techniques presented in [McA02, LKG*01, LKG*03] and differs mainly in the BRDF model used in the fitting step, where the Ward model [War92] is used. The surface reflectance has been represented by a linear combination of two to three basis BRDFs with unknown coefficients. Furthermore, the local surface normals are also estimated during the optimization in addition to the local BRDF parameters and the local blending weights. Similarly, in [RK09] both a heightfield and a SVBRDF have been estimated using a combination of multi-view stereo and photometric stereo has been used to directly reconstruct surface heightfields and a SVBRDF is recovered as well based on a non-linear optimization. While this approach also takes interreflections into account, it is limited to planar samples and not applicable to objects with a complex surface geometry.

Based on only ten images depicting a flat material sample acquired with a static camera under different light directions, an approximate SVBRDF has been acquired in [KSS*04]. While the reported manual acquisition procedure can be performed within a few minutes, this rather coarse sampling does not allow to adequately capture anisotropy in surface reflectance behavior or viewpoint-dependent effects in material appearance.

A further strategy for the fast acquisition of isotropic SVBRDFs based on an array of cameras and light sources has been followed in [WMP*06]. In particular, the used light stage setup consists of 150 sequentially triggered light sources and 16 cameras that simultaneously capture the received radiance coming from the object. Additionally, the surface geometry is acquired with a projector and four additional cameras. An acquisition time of 25s has been reported for the sparse acquisition of an isotropic SVBRDF similar to the approach in [LKG*01] but without the use of the respective clustering approach applied in [LKG*01] before the fitting step.

The setup presented in [DWT*10] offers not only the possibility to acquire BRDFs as described in Section 7.3.4 but also allows the acquisition of SVBRDFs. This setup is based on the use of an ocular condenser lens and a field condenser lens through which the camera observes the material sample simultaneously under several view-light configurations and under illumination by six light sources at different positions. The extension towards sparse SVBRDF acquisition relies on measuring surface texture reflectance maps, into which the spatially measured BRDFs are embedded. While the resolution of these acquired SVBRDFs is rather high, both isotropic specularity and anisotropic specularity are captured. However, surface reflectance can only be measured for a rather small range of viewing angles up to an elevation angle of 48°. Hence, the accuracy of the fitted BRDF might be rather limited for larger viewing angles.

In [GCP*09, GCP*10], a polarization-based approach has been proposed to acquire sparse SVBRDFs from only a few images. The setups that are discussed include a setup with a single camera with an attached filter wheel observing a material sample illuminated by second-order gradient illumination generated via a spherical distribution of light sources with attached linear polarizers. In particular, both cross and parallel polarization are considered to allow the separation of diffuse and specular reflections. This allows the illumination of the material sample from the full sphere of incident light directions and is not constrained regarding the surface geometries that can be handled. However, only up to rough specular materials can be handled due to the limited sampling density. Moreover, a setup where flat material samples are illuminated by an LCD monitor with gradient illumination from a close distance and observed by a camera is presented. The LCD monitor is precisely calibrated so that the particular directions of the incoming light, determined by considering the individual pixels of the monitor as light sources, relatively to the material surface are known. Again, a separation of diffuse and specular reflectance can be obtained based on the linearized light emitted from the LCD monitor and the radiance observed from the material sample with the camera under different orientations of the polarization. Furthermore, a setup has been used, where the object is placed closed to the center of a rough specular hemisphere. The hemisphere is coated with a specific rough specular paint and the radiance coming from the object to the camera is observed through a hole in the apex of the hemisphere. The illumination is generated based on a projector with a fish-eye lens that illuminates the hemisphere from where the light is reflected onto the material sample. A precise calibration of the setup allows to assign the light directions with the respective projector pixels they come from.

The reflectance sharing approach presented in [ZREB*06] focuses on the acquisition of SVBRDFs based on a rather sparse set of images. The object geometry is assumed to be known from a prior processing step and the received radiance values at pixels, where the material is observed in the image, are carefully assigned to individual spatially distributed BRDFs based on a precise calibration of the setup. Then a decomposition of diffuse and specular components is performed based on polarization. Polarization filters are placed in front of the camera and the light source, and the specular component can be obtained according to $I_{\text{specular}} = I_{\text{aligned}} - I_{\text{bg}}$. Here, $I_{\text{aligned}}$ is captured with aligned filters and represents the sum of diffuse and specular components. In contrast, $I_{\text{bg}}$ is captured under a rotation of 90° of the filter in front of the camera so that only the diffuse component can be observed. Per image, a single two-dimensional slice of the isotropic SVBRDF is densely sampled. After a scattered-data-interpolation of these samples in both the spatial and the angular domain, an SVBRDF is obtained. As discussed in [WLL*07], an accurate SVBRDF can typically be obtained despite this sampling as densely sampled SVBRDF regions capture rapid angular variations rather well.

The investigations in [HFB*09] focus on the acquisition of SVBRDFs from collections of images taken under uncontrolled conditions. A multi-view stereo reconstruction has been performed to estimate the scene geometry in an initial step. In a further step, both the light conditions and the spatially varying reflectance behavior have been alternatively updated.

Less controlled capture conditions have also been considered in [PCDS12], where a hand-held video camera has been moved around the object under fixed general illumination. The object geometry is assumed to be known from a previous geometry acquisition procedure. The video data has first been aligned with the object.
geometry and, then, both illumination conditions and the spatially varying reflectance have been computed. In this method, the reflectance characteristics are represented based on a spatially varying Phong model with a diffuse component and an additional specular lobe.

Aiming for a rather light-weight acquisition setup that allows a rather fast, sparse acquisition of near-planar material samples using inexpensive hardware, the approach presented in [AWL13] makes use of a rigid setup of a display used for illumination and a camera. SVBRDFs have been acquired based on the acquisition of only a few photographs under certain Fourier basis patterns emitted by the display. In addition, the reflectance function has been modeled as a Mixture of Gaussians.

The approach presented in [RPG14] focused on SVBRDF acquisition of planar material samples based on mobile hardware. Materials with rough specular BRDFs can be acquired using the camera and flash light available in standard mobile phones. For highly specular materials, it is required to use an extended light source and, hence, the combination of a camera and a display on a tablet device has been used, where the polarization of the display has also been used to separate the diffuse component and the specular component.

A further light-weight acquisition approach has been introduced in [AWL15]. This technique exploits self-similarities, i.e. that several points on the object surface have similar reflectance properties, given in the reflectance behavior of many materials. Flat material samples have been captured from only two images taken with a mobile phone with and without a headlight flash. Based on an initial gathering of reflectance observations, a regularized texture statistics transfer has been performed and SVBRDFs have been fitted to the respective data.

7.4.3. Dense Sampling Strategies

The setup used in [Dan01] for BRDF acquisition has been extended in the scope of the investigations in [DW04] to allow the acquisition of anisotropic SVBRDFs. The material sample is translated so that different surface positions can be moved to the focal point of the involved parabolic mirror. Besides this translation stage, only the aperture used to direct the light ray onto the material surface via the mirror can be moved in this setup. The local BRDFs are measured for the individual surface points rather fast as a multi-author view-light configurations takes about 1h. The rather large diameter of this setup and the use of wide-angle lenses allows the acquisition of objects within a limited angular resolution, a compact data-driven reflectance representation has been introduced in [RSK12]. The technique is based on directly fitting a sum of separable functions to the irregularly sampled data and allows an accurate reproduction of the surface reflectance behavior in real-time. Its data-driven nature of this approach allows to replace the constraints given by analytical models with a more flexible regularization and to avoid the selection of a suitable model.

The investigations in [KNRS13,NJRS13,NKRS15] are based on the “OrCam” acquisition device that allows both a reconstruction of the full 3D geometry of the object and a respective SVBRDF model. In this device, 633 static light sources are mounted equidistantly distributed on a spherical gantry. The object is placed on a large glass plate that can be rotated and can be observed by an array of seven cameras that allows an acquisition under different inclination angles. This allows an acquisition of the object from view-light configurations in both the upper and the lower hemisphere. In total, 133 different view directions under illumination by 19 different illumination patterns are considered during the acquisition of 3D objects. The respective illumination patterns are generated by activating certain light sources. The acquisition of these view-light configurations takes about 1h. The rather large diameter of this setup and the use of wide-angle lenses allows the acquisition of objects within an effective volume with a diameter of about 80cm. Local BRDFs have been fitted based on the isotropic Ward model [War92] and a non-linear optimization [Lev44].

Both the geometry and spatially varying reflectance characteristics of 3D objects have been acquired in [TFG13] from observations under continuous spherical harmonic illumination conditions. The latter has been generated with a semi-circular rotating arc of 105 controllable LEDs. The respective observations can be used to perform a separation of diffuse and specular reflections and to compute surface normals. Furthermore, anisotropic roughness parameters can be acquired as well.

A different approach to acquire SVBRDFs has been presented in [CDP14] with a generalized linear light source reflectometry framework. This method allows the acquisition of anisotropic surface reflectance behavior and the local shading frame based on observations of the material sample under illumination by a constant linear light source and two phase-shifted sinusoidally modulated linear light sources. In this setup, the camera is either fixed rela-
tively to the linear source or fixed with respect to the material sample.

7.5. BTFs and Their Acquisition

Similar to SVBRDFs, Bidirectional Texture Functions (BTFs) $\rho_{\text{BTF}}(x, \theta_i, \phi_i, \theta_j, \phi_j)$ that have been introduced in [DvGNK97] also model material appearance depending on particular spatial positions $x$ on the surface, the directions of the incoming light $(\theta_i, \phi_i)$ and the direction of the outgoing light $(\theta_j, \phi_j)$. However, SVBRDFs cannot represent non-local light transport occurring due to e.g. interreflections or subsurface scattering. The reason for this is given by the nature of BRDFs that only allow to model local phenomena. BTFs can be interpreted as a special case of eight-dimensional reflectance fields [DHT’00] given by $\rho_{\text{RF}}(x_i, \theta_i, \phi_i, x_j, \theta_j, \phi_j)$. However, for BTFs, the light sources that determine the incoming light field are assumed to be infinitely far away so that the incident radiance $L_i(x_i, \theta_i, \phi_i)$ for a given light direction $(\theta_i, \phi_i)$ is equal for each 3D point $x_i$ in the scene, i.e. $L_i(x_i, \theta_i, \phi_i) = L_i(\theta_i, \phi_i)$, and, hence, its dimensionality can be reduced by two dimensions. Although this assumption is not completely fulfilled in real measurement setups, the light sources are typically significantly farther away from the object surface than the size of its geometric details which makes this assumption nevertheless reasonable. The dependency of BTFs on spatial surface positions requires them to be parameterized over a certain reference geometry. For this purpose, a planar proxy geometry can be used or the geometry of the physical object surface can be reconstructed using e.g. structured light techniques or laser scanners. If an approximate geometry is used that deviates from the true geometry, the surface details not included in the proxy geometry might cause non-local effects such as interreflections, self-shadowing, self-occlusions or subsurface scattering characteristics due to the influence of other surface details nearby. Such structures may be given by scratches, engravings, grain of wood or the embossing of leather and might not be fully resolved in the digitized material representation so that the surface orientation and with it also the direction-dependent reflectivity might vary within one spatial sampled unit [Sch14]. Detailed surveys regarding BTFs are given in [MMS’04, FH09, HF13, SSW’14]. In addition, a detailed evaluation of different acquisition principles is given in [SSW’14]. In this paper, we follow the main trends in BTF acquisition as also discussed in these surveys.

Similar to the acquisition of BRDFs, BTF acquisition setups also rely on the arrangements of light sources and imaging sensors relatively to the material sample that has to be acquired. However, more degrees of freedom have to be realized in the setup as six parameters have to be taken into account during the acquisition of BTFs. Most of the BTF acquisition setups that have been introduced so far can be categorized into the categories of gonioreflectometer-based setups (see Section 7.5.1), mirror-based setups (see Section 7.5.2) and arrays of cameras and/or light sources (see Section 7.5.3).

7.5.1. Gonioreflectometer-Based BTF Acquisition

Gonioreflectometer-like setups as often used for BRDF acquisition have also been used in seminal work on BTF acquisition [DvGNK97], where the CUReT BTF database with 61 material measurements has been introduced. Each of the individual material samples has been measured in a gonioreflectometer setup where it is positioned by a robotic arm while being illuminated by a static light source and observed by a camera from different, manually configured viewpoints. The involved manual effort severely limits the number of measured view-light configurations. Only seven different view directions are taken into account during the acquisition process and the materials are assumed to exhibit isotropic surface reflectance. In order to also take anisotropic reflectance behavior into account, material samples have to be measured multiple times with different azimuthal orientation. In total, each material is measured under 205 different view-light configurations with a video camera in about 1h or 410 different view-light configurations in about 2h if the material has been acquired under two azimuthal orientations. However, this represents a rather coarse sampling of the possible configurations so that high-frequency details in surface reflectance behavior might not be captured adequately.

The setups in [KKT06, SSK03] are rather similar as also a static illuminant is used to illuminate a material sample that is positioned by a robot arm. However, in [KTT06], the camera is also re-positioned automatically using another robot arm. In addition, the use of a spectral filter wheel in front of the light source allows to consider eight different spectral bands and, hence, a multi-spectral acquisition. In total, the eight spectral responses under 71 view-light configurations have been measured for fixed azimuthal angles of $\phi_i = 180^\circ$ and $\phi_j = 0^\circ$ and varying inclination angles $\theta_i$. In contrast, the camera is automatically positioned based on a half-circular rail system in the setup presented in [SSK03]. Using this setup, BTFs have been measured with a reasonable uniform angular sampling of the hemisphere above the material sample with 81 view directions and 81 light directions as well as with a reasonable spatial resolution in about 14h. This setup has been extended in [RSK10] by using 32 spectral filters in front of the light source in order to perform a multi-spectral BTF acquisition in about 60h.

A rather similar setup design is given by mounting the camera at a fixed position and moving the material sample and the light source. The setup in [McA02] is based on two rotation stages that allow to specify the pose of the material sample that is observed by a static camera in HDR and illuminated by a light source mounted at a moveable arm. The acquisition of 311−7,650 view-light configurations takes about 45min to 36h. In order to allow hyperspectral material measurements with 16 spectral bands, the rather light-weight setup in [TAN’05, TSA’05] extends this concept by the use of a band-pass filter wheel in front of the light source. Measurements of 6,500 view-light configurations can be performed in about 13h. However, only BRDFs have been measured with this setup although it is also applicable to measure BTFs. The compact setup size of 80cm × 80cm × 80cm restricts the sample size to 4cm × 4cm. Based on a pan-tilt head, the material sample can be moved so that a static camera observes it under different viewing directions while being illuminated by a moveable light source from positions in the upper hemisphere above the material sample [KMBK03]. In these investigations, 120 light directions and 90 viewing directions have been sampled which results in a total of 10,800 view-light configurations that can be measured in about 10h as reported in [HF11]. The used LDR video camera has a rather low
spatial resolution of 640 × 480 pixels and results in a low dynamic range of the measured data.

Instead of moving either the light source or the camera, several setups also exploit moving both types of setup components using robot arms (see e.g. [FVH*13, HLZ10]). In turn, this allows to avoid the need for manipulating the pose of the material sample. In [FVH*13], an angular sampling of 81 × 81 uniformly sampled view-light configurations similar to the sampling in [SSK03] has been used to capture HDR data and an extremely high maximum resolution of 1,071 DPI as well as a high angular accuracy of 0.03° have been achieved. While the camera is mounted on a robot arm that can only be tilted, the arm with the light source can also be panned. The acquisition of a single BTF takes about 18h. In contrast, the setup concept in [HLZ10] is based on using a gonioreflectometer-like setup with a light source and a camera with a beam-splitter on two robot arms. This allows the acquisition of the material sample under a coaxial arrangement of view direction and light direction and, hence, also includes the possibility to acquire retro-reflections and to acquire reciprocal image pairs. In addition, geometry reconstruction as well as the separation of direct and global components of light transport can be achieved based on the use of fringe projectors as light sources. However, the sequential acquisition is rather slow as the material sample can be acquired under only 84 view-light configurations in about 5h.

The main advantage of gonioreflectometer-like setups is their flexibility regarding the acquisition of almost arbitrary view-light configurations based on the involved robot arms, tilt-pan heads or rotation stages as well as the low number of components which allows the use of more costly high-quality components that offer better optics, higher resolutions, etc. For instance, the use of industrial cameras is more adequate regarding the huge number of images that have to be acquired. Furthermore, such setups can be rather easily extended to allow a multi-spectral acquisition by placing remotely-controllable spectral band-pass filters in front of the light sources and possibly also in front of the cameras. However, relying on moving parts comes at the cost of being susceptible to inaccuracies in the positioning of the components which results in inaccurately registered measurement data. In addition, the sequential measurements under different view-light configurations result in rather long acquisition times.

7.5.2. BTF Acquisition Using Mirror-Based Setups

Because of the dependency of BTFs on six parameters, the space of view-light configurations that have to be sampled is rather large and a subsequent acquisition as typically performed with gonioreflectometer-like setups results in long, rather impractical acquisition times. For this reason, mirror-based concepts have also been used for BTF acquisition similar to the developments regarding setup designs for BRDF acquisition. The advantage of such setups is given by their ability to capture several view-configurations simultaneously based on a more sophisticated arrangement of mirroring surfaces which allows to speed-up the acquisition process significantly.

Several acquisition approaches rely on the use of curved mirrors. The setups in [Dan01, DW04, WD06] involve a parabolic mirror similar to the BRDF acquisition device in [Dan01]. Directional illumination in the form of a light beam is generated using fiber-optics and the direction of the light beam is controlled by a specific aperture. A light beam is first sent towards the mirror, where it is reflected to illuminate the material sample from a small solid angle. On the material surface, the incoming light is again reflected towards the mirror where it is re-directed towards the camera. As the observed surface point is placed in the focal point of the parabolic mirror, the camera captures multiple view directions under the same illumination simultaneously. However, light directions and spatial dimension still have to be sampled sequentially. The acquisition of the spatial variations in the surface reflectance at different surface points is realized with a translation stage that allows to move the mirror above the material sample. Similar to the BRDF acquisition setup in [Dan01], the main drawback is given by the rather limited range of directions between 0 ≤ 23° and 0 ≤ 37° elevation (depending on the azimuth angle) which does not allow to capture reflectance under grazing angles. As only a horizontal translation of the mirror is taken into account, the setup only allows the acquisition of flat material samples and the position of the focal point would have to be adjusted regarding the surface of non-planar material samples. Unfortunately, the sampling of 200 × 200 surface points under a single light direction already requires an acquisition time of about 1h which makes a dense acquisition rather impractical.

Other techniques exploit arrangements of several piecewise planar mirrors as e.g. presented in [HP03]. This allows to observe the material sample from an individual viewing direction for each of the piecewise planar mirrors and, hence, from several viewing directions simultaneously in an image acquired by a camera. This means that a complete outgoing light field is captured within a single image. One advantage offered by this strategy is given by the parallel acquisition of the spatial domain which offers the possibility to achieve a fast acquisition of the complete BTF in about 1h (see [HP03]) which is significantly faster than with a successive pointwise acquisition as in [Dan01, DW04, WD06].

The acquisition setups in [LCV*04, GLL06, MTK*11, TMY12] follow this principle and are based on parabolic arrangements and ellipsoidal arrangements of the piecewise planar mirror facets. Similar to the setup in [HLZ10], the combination of a beam-splitter and a projector allow a coaxial camera-projector arrangement. To illuminate the material sample, only the projector pixels that are projected to a specified mirror are activated. The accurate calibration of the camera, projector and mirrors are crucial for a reliable acquisition and no further mechanical manipulations need to be performed during the acquisition. However, only sparse samplings have been acquired. For instance, in [MTK*11], direct reflections from 50 mirror facets are used which results in the acquisition of 2,500 view-light configurations.

Furthermore, kaleidoscope-based setups have been presented in [HP03, IRM*12]. These investigations focus on reducing the number of the mirror facets by exploiting recursive interreflections in a setup with three planar mirrors to obtain observations from a multitude of virtual viewpoints simultaneously with a single camera. The individual light directions are controlled using digital projectors. In [HP03], different samplings of 22 light directions and 22 view directions as well as 79 light directions and 79 view directions
have been acquired based on different angles of taper. While flat material samples have been acquired with the setup in [HP03], a kaleidoscope-based setup has been used in [IRM+12] to acquire 3D objects, where the object is placed on an additional mirror so that the lower hemisphere can be captured as well. In total, a sampling of 35,424 view-light configurations can be measured based on 246 virtual views and 144 virtual light sources. However, only 8,856 view-light configurations can be used for flat material samples, for which the lower hemisphere cannot be measured.

As typically only one camera and one light source are used in mirror-based setups, such setups allow the use of high-quality hardware at still acceptable costs. Furthermore, moving parts are typically avoided in mirror-based setups such as [HP03, LCV+04, GTLL06, MTK+11, IRM+12] which means that the setup can be calibrated beforehand. However, the calibration itself is more complex for these setups as several levels of indirection might have to be taken into account as argued in [SSW+14]. Furthermore, the trade-off between angular resolution and spatial resolution of such setups is rather problematic regarding appearance acquisition where both fine surface details and the variations of material appearance under a dense set of view-light configurations have to be measured.

7.5.3. BTF Acquisition based on Camera Arrays and Light Source Arrays

A further possibility to reduce the acquisition time in terms of performing parallel measurements is given by the use of camera arrays and light source arrays. This reduces the mechanical manipulation of components that need to be performed during the acquisition process and therefore introduces less inaccuracy in the registration of the measured data.

In [CDMR04], several light sources have been mounted on an arc and the material sample is observed by a camera mounted on a moveable arm. However, only three viewing directions and ten illumination directions or four viewing directions and eight illumination directions have been used when acquiring the Rutgers Skin Texture Database that depicts skin diseases under a sparse sampling of view-light configurations.

A denser sampling of the light directions has been used in the “Light Stage” introduced in [DHT+00]. While this setup allows the acquisition of reflectance fields based on only two cameras observing the object of interest that is illuminated by a moveable light source on a two-axes rotation system, it has been extended in [HCD01] by additional light sources. The 27 used light sources are mounted on a rotating arc. A further extension of the “Light Stage” has been presented in [DWT+02, WGT+05], where 156 fixed light sources are arranged in a dome-like manner. By using high-speed cameras, the acquisition can be performed in only a few seconds or even less. However, the use of expensive cameras at static positions allows only an insufficient sampling of the view directions. Similar to the setup in [DWT+02, WGT+05], a dome-like arrangement of 150 uniformly distributed light sources has been used in the setup presented in [WMP+05, WMP+06], where 16 cameras have been used to improve the sampling of the view directions. However, considering a sampling of only 16 view directions is still not sufficient for the bi-directional representations of materials with BTFs. For this reason, the setup design in [HQS10, HWQ13] also relies on a light dome with 238 light sources, however, the twelve involved cameras have been mounted on a vertical arc, i.e. all of the view directions have the same azimuthal and a different inclination angle, which allows to acquire a five-dimensional BTF slice for isotropic materials. In the setup presented in [WLDW11], a light dome of 290 light sources is used where 20 cameras have been mounted on a horizontal ring, i.e. the viewing directions have different azimuthal angles and the same inclination angles. However, using only view directions with similar inclination angles does not result in an acquired BTF slice that is adequate to model surface reflectance behavior.

A different setup design has been proposed in [FKIS02], where two arcs have been equipped with six light sources and five cameras respectively. As the object is placed on a turntable and the light arc can be rotated as well, both view directions and light directions can be sampled on the upper hemisphere. As intervals of 30° between azimuthal angles and between inclination angles have been chosen, a total of 72 × 60 = 4,320 view-light configurations has been sampled during the acquisition of 3D objects. However, only the view-light configurations in the upper hemisphere are meaningful when acquiring flat material samples. The setup design in [TWL+05] is rather similar, however, eight light sources and eight industry cameras are used and 7,056 view-light configurations are captured within 2h. A similar setup design with four light sources and six cameras has been used in [MPZ+02, MPN+02], where two additional screens have been placed below and behind the object so that the transmitted light can be densely measured. In addition, mating images have been captured. While the focus in the corresponding investigations was not placed on BTF acquisition, a part of the measurement can be seen as a BTF with a sampling of 60 × 216 (= 12,960) view-light configurations. However, this sampling is rather non-uniform and the involved mechanical movement of components makes the acquisition process rather slow so that about 14 h are needed to capture all the view-light configurations. To take different object sizes better into account, different sets of lenses have been used.

More recently, the “OrCam” acquisition device has been presented in [KNRS13, NJRS13]. This setup is based on a spherical gantry with 633 equidistantly distributed static light sources. Similar to the setups in [FKIS02, MPZ+02, MPN+02, TWL+05, SSWK13], the object is placed on a turntable so that it can be captured from different azimuthal angles with an array of seven cameras. This camera array can be rotated so that an acquisition under different inclination angles can be performed. As the turntable consists of a large glass plate, the object can also be acquired from view-light configurations in the lower hemisphere. 3D objects have been acquired from 133 different view directions under illumination by 19 different illumination patterns, where the illumination patterns are generated by activating certain light sources. In order to capture the resulting 2,527 view-light configurations, an acquisition time of about 1h is needed. As a result of the rather large diameter of the spherical device and the use of wide-angle lenses, this setup is designed particularly regarding larger objects, i.e. the effective volume that can be considered during the acquisition has a diameter of 80cm and the reported resolution is about 127 DPI.
Closely related is the “KULETH Dome” presented in [NZVG05, NZVG06]. A dome-like arrangement of 169 light sources that have been mounted on a quarter-spherical gantry is used to illuminate the object that is placed on a rotation stage in the center of the setup from different light directions. The involved camera has been mounted on a robot tilt arm that allows to specify different viewing directions. As only one camera is used in this setup, view directions cannot be captured in parallel. However, the use of an array of fixed light sources allows a reduction of mechanical manipulations of the poses of the components. A highly parallelized BTF acquisition device has been presented with the “Multiview Dome device” (see Figure 29) in [MMS’04, SWRK11]. This setup is designed to observe the object from a multitude of viewpoints and under many illumination directions without the need to re-position parts of the setup. Accordingly, the Multiview Dome is equipped with 151 consumer cameras (resolution of 12MP, 8-bit, RGB) which are uniformly distributed on a hemispherical gantry with a diameter of approximately 150cm. The flashes of the cameras serve as light sources. This allows to capture 151 images per selected light source simultaneously. In order to acquire the 3D geometry of objects, nine projectors with a resolution of 800 × 600 pixels are additionally mounted at different locations on the gantry and used for projecting a series of structured light patterns. By exploiting the capabilities of high dynamic range imaging, even the acquisition of objects with complex surface materials and mesostructures can be achieved which is a very challenging task for conventional 3D measurement systems. As a result, the Multiview Dome is capable of acquiring both a precise geometry of the object surface together with a faithful representation of the surface reflectance behavior of the object in the form of a bidirectional texture function. As shown in Figure 30, the BTF is parameterized on the surface geometry that has been reconstructed in a prior step. When measuring flat samples, the spatial resolution is approx. 53.0μm per pixel and the angular resolution is 7.5° in zenithal and at most 15° degrees in azimuthal direction. Typical acquisition times for the total set of 22,801 view-light configurations are in the range of 1.8h to 4.0h.

Following the demand for a moveable acquisition device which can be brought to different cultural heritage institutions, a moveable version of the Multiview Dome (see Figure 31) has been presented in [SSWK13, SSW*14] which can be readily disassembled into four transportable parts and is capable of acquiring artifacts with a maximum size of 100mm × 100mm × 100mm. In the moveable Multiview Dome device, eleven industry cameras with a resolution of 2,048 × 2,048 pixels (12-bit, RGB) are mounted along an arc on a hemispherical gantry (diameter approx. 2m), covering zenith angles between 0° and 75° with an angular spacing of 7.5°. In order to be able to deal with objects of different sizes, two full sets of high quality Zeiss prime lenses with 50mm and 100mm are available for the cameras. Using the 100mm lenses leads to a per-pixel surface resolution of about 67.5μm. In case of the 50mm lenses, the per pixel resolution is about 125.0μm per pixel. In addition, 198 LED light sources are uniformly distributed on the hemispherical gantry in whose center the artifact to be acquired is placed on a highly accurate turntable which allows a dense azimuthal sampling. The use of a camera arc in combination with the turntable makes the acquisition significantly slower than the one with the “Multiview Dome device” in [MMS’04, SWRK11, SSW*14] and an acquisition takes 4h to 12h. Additionally, a precise reconstruction of the 3D geometry is achieved via the placement of four projectors with a resolution of 800 × 600 pixels, which serve for projecting structured light patterns onto the object surface. The moveable Multiview device allows to measure both full 3D shape and bidirectional reflectance. For a rather dense angular sampling of view and light directions, the acquisition process takes a reasonably short amount of time of six to 12h per pose of the object.

Improving the acquisition speed using the setup from [SSWK13] has been investigated in [dBSHK14, dBSHK15]. In [dBSHK14], the similarity of surface structure and reflectance properties exhibited by similar material types is exploited based on clustering a multitude of BTFs and fitting linear models per cluster. This allows a sparse reconstruction based on a linear least-squares fitting. Furthermore, multiplexed illumination by using illumination patterns is used to reduce the required exposure times during the acquisition of flat material samples in [dBSHK15]. The linearity of light superposition allows to obtain a BTF based on the multiplexed data. However, the illumination multiplexing leads to a reduced signal-to-noise ratio. In order to remove noise from the reconstruction, a linear model has been computed based on an existing database of BTFs which can be used for denoising purposes.

![Multiview BTF acquisition device](image)

The different camera array and light array setups clearly show the benefit of parallel acquisition regarding a reduction of the acquisition time in comparison to sequential gonioreflectometer-based acquisition, and there is also no need for a trade-off between spatial and angular resolution as for mirror-based setups. The reduction of moving parts allows a calibration of the setup components in a calibration step performed before the actual measurement and is therefore less susceptible to positioning errors. So far, three devices (the ones in [MMS’04, SWRK11], [WMP’05, WMP’06] and [HQS10, HWQ13]) perform an acquisition of all view directions on the full hemisphere simultaneously without moving parts which makes them being the fastest BTF acquisition devices as re-
Figure 29: Multiview BTF acquisition device used in [MMS\textsuperscript{*}04, SWRK11]: An array of 151 cameras on the upper hemisphere above the object allows a highly-parallelized acquisition. The camera flashes have been used as light sources so that a dense sampling of 22,801 view-light configurations can be achieved. The use of projectors in the setup as used in [WSRK11, SWRK11] allows a structured light based geometry reconstruction.

Figure 30: Integrated BTF acquisition pipeline as presented in [SWRK11, SSWK13]: The object geometry is reconstructed using structured light similar to [WSRK11] and the BTF is stored as rectified textures that are parameterized over the reconstructed object surface.

ported in the survey in [SSW*14]. Nevertheless, it has to be mentioned that only the setup in [MMS\textsuperscript{*}04, SWRK11] acquires a dense sampling of the view-light configurations in the upper hemisphere while the remaining setups only consider a rather insufficient sampling of view-light configurations. However, as significantly more components are involved than for gonioreflectometer-like setups or mirror-based setups, it is extremely expensive to equip such setups with high-quality components, and control issues as well as synchronization have to be taken into account as well [SSW*14]. The obvious compromise seems to be seen in the combination of smaller arrays of cameras and light sources with a turntable as followed in [FKIS02, MPZ\textsuperscript{*}02, MPN\textsuperscript{*}02, TWL\textsuperscript{*}05, SSWK13] and possibly an additional movable tilt arm [NZVG05, KNRS13, NJRS13] at the cost of an increasing acquisition time.

As also discussed in [SSW*14], the reduction of the number of moving components to at most a turntable rotation and the typically rather large setups required to mount all the components have led to the use of this type of setup for the reflectance acquisition of 3D objects. Furthermore, camera and light arrays also allow the integration of geometry acquisition into the setups. For instance, the shape-from-silhouette technique has been used in several setups [FKIS02, MBK05, MPZ\textsuperscript{*}02, MPN\textsuperscript{*}02] to acquire a visual hull of the object geometry. However, this technique does not allow a robust geometry reconstruction as object silhouettes cannot easily be extracted in the individual images and concavities in the surface geometry cannot be handled by this approach. In turn, an inaccurate geometry reconstruction also affects the reconstructed reflectance on the object surface. For this reason, laser scanners [FKIS02] or structured light systems [WMP\textsuperscript{*}05, WMP\textsuperscript{*}06, SWRK11, SSWK13, KNRS13, NJRS13]
have been integrated into the individual setups which results in accurately captured geometry information.

7.6. BSSRDF Models and Their Acquisition

While local subsurface scattering can already be modeled by data-driven BTFs to some degree, the more general representation of materials exhibiting subsurface scattering characteristics requires a model that is based on even more parameters. The bidirectional scattering surface reflectance distribution function (BSSRDF) \( \rho_{\text{BSSRDF}}(x, \theta_i, \phi_i, x', \theta_r, \phi_r) \) has been formally introduced in [NRH*77] as such a more general model. While this model describes material appearance depending on the light direction \((\theta_i, \phi_i)\) and the viewing direction \((\theta_r, \phi_r)\), it not only models the direct reflection of the light at a local point \(x\), it is scattered and exits the material at the surface point \(x\). As e.g. described in [WLL*07], the definition of the BSSRDF is given by the quotient of the differential reflected radiance \( dL(x, \theta_r, \phi_r) \) over the incident flux \( dF(x, \theta_i, \phi_i) \), i.e.

\[
\rho_{\text{BSSRDF}}(x, \theta_i, \phi_i, x', \theta_r, \phi_r) = \frac{dL(x, \theta_r, \phi_r)}{dF(x, \theta_i, \phi_i)}.
\] (62)

However, not only subsurface scattering can be modeled using BSSRDFs. It is also well-known that including \(x\) and \(x'\) as additional parameters to \(\theta_i, \phi_i, \theta_r\) and \(\phi_r\) allows to represent the near-field reflectance field, where incident and outgoing light rays are coupled [WLL*07]. In comparison to e.g. BTFs, where far-field illumination and thus a directional illumination is assumed, it is often desirable to consider illumination from a rather close range instead.

In this scenario, directional illumination does not sufficiently model the light exchange between several objects within a scene. Instead, the light paths within the scene need to be taken into account which requires to consider the parameters \(x\) and \(x'\) as well. Obviously, the dependency of material appearance on a rather high number of eight parameters that need to be taken into account during the BSSRDF acquisition results in typically long acquisition times. This, in turn, makes the acquisition of BSSRDFs rather impractical. In the following sections, we provide a survey on individual techniques depending on the respective principles.

7.6.1. Techniques Based on the Separation of Diffuse and Specular Components

As also discussed in [HF13], one option towards a more practical acquisition can be seen in the possibility to model material appearance based on two separated components. The diffuse component describes non-local reflection and is determined by the characteristics of the scattering of light within the material. Furthermore, the specular component describes local reflection effects, i.e. the direct reflection of light at the material surface, which can be explained by approximate BRDF models. As a result, the separation of these components seems to offer the potential for an easier acquisition and modeling of the reflectance behavior of such materials, and several studies have investigated respective separation approaches for the acquisition of BSSRDFs.

Based on modeling the reflectance of dielectrics with a dichromatic reflectance model, a separation of diffuse and specular components has been approached in [Sha85] by exploiting that the spectral characteristics of the diffuse component are determined by material properties and the spectral characteristics of the specular component are determined by the illumination characteristics. Alternatively, polarization-based approaches also allow the separation of both components for dielectrics. Such techniques typically rely on manipulating the characteristics of the propagated light based on different types of polarization filters with different refractive indices that can be placed in front of the cameras and light sources. This allows to influence the polarization of the emitted and observed light e.g. being linearly-polarized or circularly-polarized. Polarization filters can be used in front of the cameras, as e.g. in the setup in [WB91], so that the non-polarized or polarized parts of the received light can be measured separately depending on the filter orientation. Furthermore, the investigations in [WB91] show that the specular component typically exhibits a polarization depending on the filter type, while the diffuse component is non-polarized. When such filters are not only placed in front of the cameras but also in front of the light sources, the polarization characteristics can be specified for the incoming light. This helps to analyze the light transport in subsurface scattering materials, where the light leaving the materials is non-polarized due to the scattering, while the directly reflected light keeps its polarization. Depending on the filter orientation, the camera receives the non-polarized, partially polarized or polarized light, and, hence, the separation of the diffuse and specular component can be performed based on only a few images.

In [NFB97], both color and polarization information have been used to separate the diffuse and specular components per image pixel. The polarization of the reflected light is used to locally compute the color of specular reflections. This results in further constraints regarding a linear color subspace in which the local diffuse components are specified. In contrast, a more simple approach based on a static camera and a projector has been introduced in [NKG06], where high-frequency illumination patterns are projected onto the object surface with the projector to separate the direct and global components. The key observation is that both components are involved for the regions of lit parts and that only the diffuse component is available for the dark pattern regions. The authors used shifted checkerboard patterns as well as phase shift patterns. For the latter, only three images have to be acquired under illumination by different phase shifts to allow the separation of diffuse and specular components.

7.6.2. Acquisition of Subsurface Scattering Characteristics

Other approaches have focused on the acquisition of subsurface scattering characteristics for materials with a spatially homogeneous reflectance behavior. This allows the use of easier acquisition setups in comparison to the ones that are required to measure spatially varying BSSRDFs. For instance, a reflectance model that models the standard surface reflectance and an additional subsurface reflectance due to backscattering in a layered turbid media has been presented in [HK93]. Anisotropic surface reflectance can be represented as the model incorporates directional scattering within the layer, and this model has been applied to biological and in-
organic materials with low indices of refraction. For such materials, a rather large fraction of the incoming light is scattered within the material. Another simple analytical BSSRDF model based on single scattering characteristics has been presented in [JMLH01] together with a dipole model for multiple scattering. A static camera is used as a detector to measure the scattering in the material induced under illumination by a focused light ray. A generalization of this technique has been proposed in [FGCS05], where the dipole model is replaced by a sum of exponential functions and the object geometry is used. This allows the modeling of inhomogeneous materials. Furthermore, a more complex setup in comparison to the one presented in [JMLH01] has been used in [WMP06] to measure the subsurface scattering in human skin. A set of 28 fibers is arranged in an array-like structure and each of the fibers is capable of serving both as light source and as detector. Each of the fibers successively illuminates the material sample, while the remaining fibers capture the subsurface scattering characteristics. Based on this data, a rather simple BSSRDF model is fitted similar to [JMLH01].

The more complex scenario of materials with spatially varying subsurface scattering characteristics has been studied in several investigations. In [GLL04], the acquisition of translucent objects with a high scattering albedo is approached based on the assumption that the light traveling inside the material has enough scattering events so that the influence of the light direction of the incident light on the direction of the outgoing light can be neglected. This results in a four-dimensional diffuse scattering function \( \rho(x_i, x_r) \) that describes the scattering depending on the parameters \( x_i \) and \( x_r \). The object geometry is assumed to be known from a previous geometry reconstruction step that is based on covering the object with a specific dust, performing a laser scan and removing the dust again. Therefore, the acquisition setup proposed in [GLL04] is based on a static HDR video camera that observes an object placed on a turntable and illuminated by a laser projector. The projected laser is controlled so that it sweeps over the object surface and three different wavelengths are measured per surface point. The scattering function \( \rho(x_i, x_r) \) can be modeled as a four-dimensional tensor, and for each individual measurement, one slice in this tensor is filled. However, occlusions or self-shadowing occurring due to the complexity of the surface shape of the object might cause missing values that are filled with an inpainting technique. It is also worth mentioning that a hierarchical representation has been chosen for the four-dimensional tensor so that high sampling rates are only available close to points \( x_i \) while a sparse sampling is sufficient for distant points. Rather long acquisition times of several hours have been reported for measurements based on this approach. Focusing on planar samples, the acquisition of four-dimensional slices of the full spatially varying BSSRDF has been investigated in [PeBM06] based on a more efficient acquisition. The latter is achieved by the use of a projector to simultaneously sweep a grid of light points over the surface of the material sample, and an acquisition takes about three hours.

Acquiring the appearance of translucent materials based on multi-layer models has been studied in [DJ05,DWd08]. While a specific light diffusion model including surface roughness and spatially varying refractive indices has been introduced in [DJ05] to model multi-layered materials, a layered model tailored to human skin has been proposed in [DWd08]. The latter approach is based on the acquisition of multi-spectral data obtained by placing different spectral narrow-band filters in front of the light sources and allows the modeling of spatial variations in absorption and scattering characteristics. Furthermore, the appearance acquisition of human skin in terms of a layered model has also been investigated in [GHP08] with a single-view setup. Only 20 photos are used and the model includes specular reflectance, single scattering, shallow subsurface scattering and deep subsurface scattering. Based on layers with known scattering parameters, the technique in [DWP10] focuses on the adjustment of the thickness of the individual layers to produce certain BSSRDF characteristics.

As the illumination of translucent materials by a laser beam may result in large intensity differences between specular radiance and global scattering radiance due to the highly concentrated light, a different approach has been proposed in [TWL05], where global and local scattering are separately captured based on different types of illumination. The acquisition setup consists of an arc that is equipped with eight cameras that allow to capture an object placed on a turntable in HDR. The object can be illuminated by eight halogen lamps and a laser scan unit mounted on a second moveable light arc. As the rather uniform illumination of the lamps results in a relatively narrow dynamic range and reduces the effect of obscuring texture details due to specular reflections, these illuminants are used for the measurement of a BTF that captures the local scattering. Additionally, laser stripes have been projected onto the object with the laser scan unit to acquire the global subsurface scattering characteristics and to allow a reduction of the required measurements in comparison to using laser points. The global subsurface scattering characteristics have been modeled using both a mesostructure entrance function and a mesostructure exit function that describe mesostructure effects of light exchange when entering or exiting the material.

A rather simple projector-camera setup has been proposed in [TGL06] to acquire spatially varying subsurface reflectance properties of a human face. First, per-pixel profiles are obtained based on projecting a sequence of phase-shifted periodic stripe patterns, which reveals how light scatters from adjacent locations. The face geometry has been acquired with a structured light approach. In order to remove the influence of the interreflected light, the minimum of each profile is subtracted before the observed reflectance profiles are matched to scattering properties predicted by a scattering model. This approach allows to generate realistic depictions of a material under complex incident illumination with acquisition times of less than a minute.

### 7.7. Light Fields and Reflectance Fields

Unfortunately, illumination conditions encountered when acquiring materials in uncontrolled conditions of our daily life environments are much more complex in comparison to the ones given in controlled lab environments. As a consequence, relying on directional illumination conditions during the acquisition process as typically applied for the acquisition of BRDFs, SVBRDFs, BTFs and BSSRDFs is not sufficient anymore. As discussed in Section 3.3, reflectance fields [DHT00] model material appearance depending on the radiant light field \( \rho_{LF}(x_i, \theta_r, \phi_r) \) and on the incident light field
As a result, there is a dependency on eight parameters. However, it is rather impractical to densely sample the configurations of such high-dimensional spaces during the acquisition. Instead, simplifying assumptions are typically applied. Regarding the incoming light field, the assumption of far-field illumination allows to represent them via simple two-dimensional images such as environment maps that only depend on the parameters $\theta_i$ and $\phi_i$. In practice, this can be achieved by using directional light sources or the projection of light patterns. Furthermore, the dimensionality of reflectance fields can be reduced by fixing the view direction which results in a four-dimensional function. If the reflectance field is further parameterized over the true object surface, i.e. $\rho_{SRF}(x, \theta_i, \phi_i)$, the term surface reflectance field is used.

The dependency on a rather large number of parameters makes the acquisition of reflectance fields rather impractical. Therefore, it is desirable to reduce the number of configurations that have to be measured. This can be achieved based on exploiting different principles such as the linearity of light transport or symmetry of light transport [BCNR10, Leh07]. The linearity of light transport allows to model the incoming illumination by a set of a finite number of directional lights or other more complex basis functions based on superposition. In contrast, the symmetry of light transport allows to swap the light sources with the detectors.

In the following sections, we review techniques that focus on the acquisition of surface light fields and surface reflectance fields.

### 7.7.1. Acquisition of Surface Light Fields

The acquisition of four-dimensional surface light fields is typically approached by taking images with a single camera at different viewpoints [LH96, GGSC96, WAA00, LLW08] or by using arrays of cameras [WJV05] so that the appearance of the material sample of interest can be captured under fixed illumination from multiple viewpoints and the acquired images are registered to the surface geometry which may be obtained from an initial geometry acquisition.

Unlike such conventional surface light field estimation techniques, the technique presented in [PCDS13] does not rely on regularly sampled viewing conditions with respect to the object of interest. Based on an irregular sampling of viewpoints obtained from an acquisition where a video camera is moved around the object, which results in a dense sampling of viewpoints along the trajectory and no view conditions with other directions, both an approximation of a surface light field and a rough approximation of the main light directions in the scene have been estimated based on a known object geometry. After an initial video-to-geometry registration where the measured color values are registered and associated with a quality value, a rather rough estimation of the directions of the main light sources is performed. This can be achieved by assuming distant illumination and estimating an approximate environment map based on its specular reflection in a mirroring sphere. The respective color samples on the sphere that have a luminance value above a fixed threshold are expected to result from highlights and $k$-means clustering is applied to estimate the main light directions. Then, a separate estimation of the diffuse color and the view-dependent effects per surface point is performed. In particular, the diffuse color is computed using statistical operations. Other residual surface light field effects are fitted in terms of a linear combination of spherical functions. The final rendering results show a high fidelity and similarity with the input video frames, without ringing and banding effects.

Further work has focused on the use of compressive sensing techniques for light field acquisition [KGV12, MWBR13]. The technique presented in [MWBR13] allows the reconstruction of high-resolution light fields from a single coded camera image. A dictionary of light field atoms is used which allows a sparse representation of the light field to be measured. The high-resolution light fields can then be reconstructed using nonlinear sparse coding techniques.

### 7.7.2. Acquisition of Surface Reflectance Fields

An image-based approach that has been presented in [KBMK01] relies on the acquisition of spatially varying reflectance under varying illumination conditions from a single viewpoint. The acquisition of reflectance fields can be approached with reflectance transformation imaging (RTI) as described in [DHT00, MGW01]. The object is acquired from a single static viewpoint under varying illumination conditions and RTI allows to store per-pixel reflectance functions for the acquired data in a compact representation. This sampling of the reflectance field can be achieved based on acquisition setups such as the “Light Stage” [DHT00], where a single static camera takes photos of an object that is illuminated using single light sources that are uniformly distributed around the object. If the object is acquired from a single viewpoint and under varying illumination, the respective acquisition setup can be simple and inexpensive as often only a single camera and a single light source are used [MMML06]. Using this technique, both large-scale objects [DCCS06] and small objects [MVSL05] can be acquired. So far, RTI has been widely applied for relighting surface details [MGW01] as well as in the domain of cultural heritage [MCC08, PSM06], and in the scope of applications for the movie industry such as the relighting of human faces [DHT00, WGT05]. In addition, the resolution during the image-based relighting is identical to the resolution of the used camera which allows a rather accurate depiction of fine surface details under varying illumination conditions and an easy editing of the data based on image operations. Often used editing operations include specular enhancement and diffuse gain [MGW01], contrast enhancement [MGW06] and further dynamic shading enhancement techniques as proposed in [PCC10]. If the acquired reflectance functions per pixel are modeled using polynomials, the technique is also named as polynomial texture maps [MGW01]. However, further basis functions such as spherical harmonics and semi-spherical harmonics might be used as well [MCC08].

Several other approaches [HED05, FBLS07, WZT08, AZK08] also focus on the acquisition of the respective material sample from a single viewpoint under varying illumination. In [HED05], the acquisition of reflectance fields has been approached based on the Helmholtz principle [ZBK02] which states that, for many materials, the received radiance value remains the same when the positions of light sources and cameras are exchanged. Translucent objects can be placed inside a dome-like setup with densely sampled light source positions, while a camera is mounted on top of the
dome and acquires the reflectance and transmission characteristics of the material respectively.

The setup in [FBL07] uses a more sophisticated strategy to allow (far-field) illumination from the full upper hemisphere above the material sample which is achieved based on two spotlight emitters that emit light towards an enclosing tent from where it is reflected into the scene. The material sample is observed in HDR by a single camera at a fixed position.

Similarly, the material sample can also be observed from a single viewpoint under varying illumination [WZT'08]. However, in these investigations, the illumination is generated based on an array of LEDs that can be translated over the material sample. Using this setup, a two-dimensional slice of the BRDF for a single view can be acquired per surface point. Finally, an isotropic micro-facet BRDF model is fitted to the measured normal distribution function of the micro-facets and missing values for different view conditions are obtained by synthesis. This approach allows rather accurate results for flat materials although only a BRDF slice is acquired.

In [AZK08], a surface reflectance field has been acquired by measuring the material sample under varying, known illumination conditions and a fixed viewpoint. Then, the acquired data has been used for the fitting of an approximate reflectance field based on a linear combination of isotropic reflectance functions. In addition, normals can be estimated as well using this approach. Consequently, this approach considers the simultaneous estimation of geometry and reflectance acquisition. This allows a more realistic relighting of the material sample under novel view conditions but is only applicable to materials with isotropic surface reflectance. In addition, only surfaces with a very limited number of base materials can be handled.

Based on compressive sensing, a sparse reflectance field acquisition has been proposed in [PD05, PML'09, SD09], where an illumination in terms of controlled noise patterns is used. To fill the data for missing viewing and illumination conditions that have not been taken into account during the acquisition, a fitting of basis functions is used. Unfortunately, the strategy of projecting noise patterns results in a low dynamic range and therefore the reconstruction is rather noisy.

The investigations in [MPN'02] aim at the acquisition of translucent materials under real-world illumination. Parallel measurements have been achieved based on using six static cameras mounted on an arc to observe the translucent object that is placed on a turntable and in front of a screen and illuminated by four point light sources mounted on a rotating arm. Furthermore, a second screen is attached to the turntable. The screens have been used to generate more realistic environments during the acquisition, and both illumination- and view-dependent reflectance fields have been captured.

8. Applications, Novel Trends and Conclusions

In the scope of this section, we discuss some typical applications of geometry and reflectance acquisition techniques (see Section 8.1). Furthermore, we also discuss novel trends in the domain of acquisition (see Section 8.2) and conclude the course notes in Section 8.3.

8.1. Applications

The aforementioned techniques for geometry and reflectance acquisition are of great importance for numerous applications, where digitized 3D content is used, e.g. for virtual prototyping, reverse engineering, advertisement and digital preservation. In this part, we focus on several applications where the digitization of objects has opened up new possibilities.

8.1.1. Industrial Applications

Creating digital content has an enormous importance in industry. Many product prototypes need to be visualized in the scope of company-internal discussions regarding product development or even advertised to the envisioned customers before their real counterparts are actually assembled for the first time. This raises the demand for a high-quality visualization of the virtual surrogates to produce images that convince customers to order the products.

In car industry, digitized geometry and material models have already reached maturity in the scope of the product development chains. The digitized models are typically used for a virtual prototyping of novel products where a variety of construction and design alternatives can easily be tested. Therefore, the product development period can be reduced.

While virtual prototyping has found its way into the car industry already several years ago, a more recent trend can be recognized in the several upcoming virtual try-on solutions that are offered for advertising fashion products and allow the customer to explore how a dress might look on a virtual avatar that has the body size of the customer or how certain eyewear appears on the customer’s face. Similarly, based on a scan of the customer’s head, different hair cuts might be simulated to support the customer in his choice.

The availability of digitized real-world 3D content also offers new possibilities for the movie and video game industry, where there has always been the need for 3D content. Today, many of the modeling aspects are still performed by designers and artists such as e.g. the creation of realistic scenes and the specification of the lighting conditions. The availability of accurately digitized real-world models or maybe even only digitized materials may facilitate their work as they might perform the necessary editing based on such templates.

8.1.2. Digitization of Cultural Heritage Artifacts

The progress towards accurate digitization techniques has gained particular attention in the field of cultural heritage where the virtual models of accurately digitized artifacts might serve as surrogates for their physical counterparts. However, this also means that the focus is placed on an as-accurate-as-possible appearance reproduction of an artifact including subtle details regarding both its shape and its reflectance behavior. The availability of accurate virtual surrogates not only offers the possibility to make cultural heritage artifacts easily, i.e. simultaneously and location-independently, accessible to a broad audience of researchers, curators, teachers or lecturers and even the general public, but also to prevent fragile artifacts from being damaged due to inappropriate use. An easy inspection might be possible based on e.g. disseminating objects via the internet, letting the user manipulate both the pose of the object and the

scene illumination as presented in e.g. [SRWK11]. This interactive artifact exploration obviously transports a better user experience than simple photographs as it probably closely follows our natural way of inspecting objects and allows us to perceive fine details such as scratches or wear that are revealed only under certain view-light conditions and contribute to a deeper understanding regarding the manufacturing process of objects and the used materials. Furthermore, the respective artifacts can easily be showcased in synthetic scenes that model different contexts such as excavation sites or re-constructed historical sites to even increase the user experience. In addition, exchanges of artifacts between museums might be facilitated as the states of the objects of interest might be documented by digitizing them before they are lent and after they are returned to allow a proper documentation. Similarly, other time-varying aspects might be documented as well such as appearance changes due to restoration or decay.

The examples of digitized artifacts that are shown in the following are obtained by applying the techniques for geometry and reflectance acquisition described in [WSRK11, SWRK11, SSWK14]. Such artifacts might include fossils that reveal insights about extinct species that populated the earth millions of years ago. Figure 32 shows exemplary reconstructions of some ammonites and the holotype of a Scaphognathus crassirostris. As shown for the holotype of a Scaphognathus crassirostris, the accurate acquisition of both geometric details and details in surface reflectance allows to reproduce soft tissue accurately within the virtual surrogate. But also local subsurface scattering characteristics can be reliably reproduced as demonstrated for one of the shown ammonites.

The second example shows moulages with their corresponding virtual surrogates. Moulages have been used from the 17th to the early 20th century in order to showcase certain diseases in terms of anatomic wax models that include even fine details such as scurf or hairs and been used to educate medical staff. The advantage of having such real objects for depicting a certain disease in comparison to a photograph is given by the fact that the 3D model can be interactively explored to reveal fine details that are only visible in particular view-light configurations and allow to better understand the disease and its current state for diagnostics. Unfortunately, moulages are rather fragile objects as most of their parts are made of wax. This makes them not only sensitive to variations in temperature and air humidity but also to too much light exposure or too much agitation. This severely limits the interaction possibilities with such objects in the scope of lectures where they are still used nowadays, e.g. at the University of Zurich in Switzerland. Being manufactured manually from the materials that had been available at the respective time, moulages also have a strong connection to art history [Gei09]. While several reflectance models have been studied for the realistic virtual modeling of human skin [PB11], the investigations in [SSWK13] demonstrate that BTFs also allow to faithfully model diseased skin as both the local subsurface scattering in the wax and skin details such as pores, scars or hairs can faithfully be reproduced. Similarly, many other cultural heritage artifacts may be digitized. An example of a shiny figurine and the corresponding digitized model are shown in Figure 34.

8.1.3. Art

While the moulages mentioned in the previous section already have some connection to arts, the access to the many digitized objects offers significantly more opportunities. Regarding souvenirs, characteristics sites such as famous buildings are often represented in different ways ranging from manufactured models, that might be based on a 3D printed base model, to the depiction of these objects in terms of a point cloud that is burnt inside a block of glass. In a similar way, the data obtained by scanning people can be either printed using 3D color printers to obtain 3D miniatures of the scanned persons [SBK13] or burnt inside a block of glass. The capabilities of 3D printing might also allow a fast access to printing certain templates for parts of objects or avatars that might be further edited manually by designers. This might improve the creativity as such base parts can be easily created in an automatic way.

8.1.4. Medical Applications

Even in medical applications, there is a trend of including more and more information based on an adequate acquisition. The accurate acquisition of the body geometry including the size of the individual parts and the positions of joints can be used to make a spine analysis or a diagnosis regarding postural deformity. Furthermore, acquisition might help in several applications such as orthopedics, dental prosthetics plastic surgery or dermatology. For instance, 3D printing might open the possibility towards obtaining tooth surrogates or surrogates for prostheses that exactly fit to the requirements of an individual person. In addition, the scanning techniques allow the diagnosis and analysis of skin diseases.

8.2. Novel Trends in Acquisition

While a huge multitude of techniques for both geometry and reflectance acquisition have been developed so far, current research focuses in particular on the following aspects:

- the development of novel methods for the acquisition of objects with a complicated surface reflectance behavior (see Section 8.2.1)
- the development of techniques to increase the efficiency of such automated acquisition pipelines (see Section 8.2.2)

8.2.1. Novel Methods for Acquiring Objects with Challenging Optical Properties

While numerous robust techniques have been developed for the acquisition of diffuse to glossy objects, the acquisition of objects with a more complex surface reflectance behavior is still challenging. While the geometry acquisition of mirroring surfaces, surfaces that exhibit subsurface scattering or transparent surfaces of glass already shows some rather promising results, one of the key challenges is given by strongly inhomogeneous materials with significantly different surface characteristics. For instance, a translucent or transparent object with spatially varying refractive indices might additionally contain inclusions of other materials with a different type of reflectance. In this scenario, it might be interesting to not only perform a 3D reconstruction of the outer surface but also a reconstruction of the geometry of the inclusions. Furthermore, a
Figure 32: Several virtual surrogates of digitized fossils.

Figure 33: Digitized moulages visualized in a web-based viewer [SRWK13]. Image taken from [SRWK13].

Figure 34: A Buddha figurine (left) and its virtual surrogate (right).
current trend can be seen in the development of “in the wild” solutions that allow to acquire the geometry with cheap, possibly mobile hardware under uncontrolled conditions regarding viewpoint and illumination conditions. However, this means that fast algorithms are needed that allow the direct processing of the data on the possibly mobile hardware or to rely on cloud processing. In the latter case, the data has to be transmitted onto a cluster where it is processed and the result is streamed to the mobile device. In the context of diffuse surfaces, respective techniques have long reached maturity. However, more research has to be performed in order to also handle more complex materials.

In the context of appearance acquisition, there is also a trend towards acquisition based on light-weight setups with either customer hardware such as flatbed-scanners or mobile hardware. In addition, modeling of inhomogeneous subsurface scattering is still one of the main problems in reflectance acquisition. The acquisition of such objects with a more complex reflectance behavior, where a dense sampling in a high-dimensional parameter space has to be taken into account, is still rather impractical but might benefit from the developments regarding the hardware components that can be used in the acquisition setup and for the processing of the data. In addition, reflectance acquisition for translucent or transparent objects with spatially varying characteristics and inclusions of other materials within the outer object geometry is also challenging.

Furthermore, mass digitization of whole object collections might necessitate a significant reduction of the manual interaction. Most of the techniques rely on a positioning of the object in the acquisition setup by the acquisition expert. In order to increase the efficiency of the acquisition, an automatic supply might allow to include an automatic object placement in addition to an automatic acquisition as e.g. presented in [SRT14].

8.2.2. Increasing the Efficiency of Automated Acquisition Pipelines

As discussed in the scope of Section 5 and Section 7, there is a huge multitude of acquisition techniques where each of the individual methods is typically tailored to only a certain type of surface reflectance behavior. Consequently, today’s acquisition methods still meet their limitations when prior knowledge about the surface reflectance behavior of the considered object is not available.

In Section 5, we have seen that e.g. in the context of 3D geometry reconstruction the respective techniques typically depend on some basic assumptions about material reflectance. As a consequence, the developed techniques typically consider only a fraction of the possible surface materials and are – by design – not capable of handling arbitrary surface reflectance. Multi-view stereo techniques and photometric stereo techniques are typically based on assuming Lambertian reflectance behavior and only a few extensions allow the acquisition of objects with a more complex reflectance behavior. Furthermore, structured light systems are well-suited for the geometry acquisition of objects with a reflectance behavior ranging from diffuse to even specular as long as a sufficient diffuse reflectance component is present. Further reconstruction techniques are tailored to mirroring surfaces, translucent surfaces or refractive surfaces.

In a similar way, the different acquisition strategies based on the different reflectance models are also tailored to different fractions of the individual types of surface reflectance. While smooth, homogeneous materials can be represented well with analytical BRDF models as their appearance behavior mainly depends on the direction of the incoming light and the view direction, materials exhibiting mesoscopic effects of light exchange on surface structures imaged to a size of approximately one pixel cannot be modeled by using simple BRDF models. Instead data-driven BTFs might be used in such cases as they consider the spatial material variations in addition to the view direction and the direction of the incoming light.

In many cases, the materials of the objects to be acquired are not known a priori or objects might be made of several materials with different types of surface reflectance, and still an efficient-as-possible technique might be desirable. Consequently, the automatic selection of appropriate acquisition methods that provide reliable information represents an important prerequisite. One simple strategy might be the naïve application of several different techniques and a subsequent merging of their individual results. This requires automatically derived information regarding which of the individual techniques is suited best for a certain part of the object surface. However, in many cases, simply applying all the available acquisition techniques is highly inefficient regarding acquisition time, and hardware components are stressed unnecessarily as many of
the taken images do not have an influence on the final reconstruction and, hence, have to be neglected. For more efficient geometry and reflectance acquisition procedures in case of missing information about the material properties, it might therefore be desirable to automatically select only the appropriate techniques instead of applying several different methods.

In the scope of this section, we will more closely discuss the following approaches towards more efficient acquisition pipelines:

- A theoretical concept for combining different 3D shape acquisition techniques to an automatic, efficient acquisition system where the local consistencies obtained with the individually applied methods are explored in order to select the locally most suitable acquisition method. The resulting conceptual framework is based on establishing consistencies using cues that are individual to different acquisition techniques. Once such different consistencies have been extracted, they can be integrated into the same efficient optimization framework to get a 3D reconstruction for the considered object.

- A novel automatic, efficient geometry and reflectance acquisition framework, in which a highly accurate material recognition step is used to select the required acquisition techniques for both geometry and reflectance.

8.2.2.1. Combinations of Multiple Techniques for 3D Shape Acquisition of Objects With Unknown Surface Reflectance

Knowing about the variety of developed 3D geometry acquisition techniques, where each of them is capable of handling different types of surface reflectance, one obvious question seems to be whether these different methods can be combined in a single automatic acquisition pipeline. Such a pipeline would not only allow the acquisition of objects consisting of a single a-priori unknown material but also allow the acquisition of objects with heterogeneous surface reflectance behavior where different acquisition techniques have to be used for the individual parts made of different materials. Achieving such a combination of methods seems to be much easier if the respective techniques are based on rather similar approaches or similar representations. In the scope of this section, we provide a discussion of concepts for combining different methods that are tailored to different types of surface reflectance.

As described in Section 5, the geometry information reconstructed via structured light systems can be transformed to a corresponding volumetric consistency and, hence, to a volumetric representation. Furthermore, representations in terms of volumetric consistencies can be derived by different methods via photometric stereo, photo-consistency or shape-from-coded illumination. This means that possibly rather similar or even the same optimization frameworks might be used for such reconstruction methods. Therefore, the task of combining these methods might be approached by combining the individual consistency measures derived per point in the volume using each of the acquisition techniques.

For instance, the structured light information and the Helmholtz normal consistency information measured as described in [WRO*12] might be complemented with the normal consistency information for mirroring objects as discussed in [WORK13] by adapting the energy functional. Another possibility to combine methods for Lambertian and mirroring objects could be the fusion of the geometry acquisition techniques based on multi-view normal field integration techniques. In fact, combining the normal information obtained from photometric stereo measurements and the normal information derived for mirroring objects following the technique presented in [WORK13] leads to a purely normal-based geometry reconstruction process without the need for relying on other constraints given e.g. by silhouettes. For instance, the object depicted in Figure 36 exhibits heterogeneous surface reflectance characteristics as it has both rather matte and almost ideally mirroring parts. Obviously, normal hypotheses obtained via photometric stereo or Helmholtz stereopsis exhibit a rather small variance at points close to the surface whereas normal hypotheses derived via the technique for mirroring surfaces will typically not be consistent at the true surface for the rather diffuse parts. In contrast, on mirroring parts, the observation will be different as the normal hypotheses derived via the technique for mirroring surfaces will typically show a highly consistent, dominant mode whereas the normal hypotheses obtained via photometric stereo or Helmholtz stereopsis will not form a dominant cluster but show a large variance at the true surface. While both of these types of normal information are separately used to acquire the geometry of Lambertian and mirroring surfaces, their combination to handle inhomogeneous objects can be approached by simply combining the local normal consistencies obtained for the individual methods in the volume. In order to make a robust reconstruction possible, an adequate combination of the individual consistencies per volumetric point could be performed by e.g. taking only the normal information with the higher consistency. Consequently, it is not only possible to identify the local material type and the adequate acquisition technique based on the consistencies obtained for the individual methods, but also to select the local surface normal computed via the respective technique. Subsequently, based on the local normal estimates and their respective consistency estimate resulting after the combination of the individual methods, the same min-cut-based optimization framework as discussed in [WORK13] can directly be applied for the final reconstruction. Therefore, in addition to providing information regarding material properties inferred from the consistencies, combining these methods would allow the reconstruction of the full 3D shape for the range from diffuse to mirroring objects with complex surface geometry.

Other investigations also derive normal information for specular objects (e.g. [BS03, CGS06, YIX07, NWR08, FCM+08, BHB11]), transparent objects (e.g. [MK05, KS05, MK07, YIX07, KS08, YWT+11]) or translucent objects (e.g. [CGS06, DMZP14, IMMY14]), and this normal information could probably also be integrated into a geometry acquisition framework. Particularly the integration of volumetric normal information for translucent objects or glass objects and the fusion of the respective consistencies might even improve the range of material types for which the shape of the respective objects can reliably be acquired.

Unfortunately, the aforementioned concepts for combining the individual methods require full measurements of the involved objects with all the different acquisition techniques that are available for the individual material types as illustrated in the naïve, automatic acquisition pipeline in Figure 5. As a result, the total acqui-
The shown object consists of rather matte and mirroring parts. Normal hypotheses obtained via photometric stereo or Helmholtz stereopsis (red) show a small variance at surface points on the rather matte parts, whereas normal hypotheses derived via techniques for mirroring surfaces (green) form a dominant mode with a small variance, whereas the normal hypotheses obtained via photometric stereo or Helmholtz stereopsis (red) are not consistent on the surface.

Figure 36: Normal consistency for different acquisition methods:
The shown object consists of rather matte and mirroring parts. Normal hypotheses obtained via photometric stereo or Helmholtz stereopsis (red) show a small variance at surface points on the rather matte parts, whereas normal hypotheses derived via techniques for mirroring surfaces (green) will not be consistent. For points on the mirroring parts, the normal hypotheses derived via techniques for mirroring surfaces (green) will not be consistent. For points on the mirroring parts, the normal hypotheses derived via techniques for mirroring surfaces (green) form a dominant mode with a small variance, whereas the normal hypotheses obtained via photometric stereo or Helmholtz stereopsis (red) are not consistent on the surface.

The shown object consists of rather matte and mirroring parts. Normal hypotheses obtained via photometric stereo or Helmholtz stereopsis (red) show a small variance at surface points on the rather matte parts, whereas normal hypotheses derived via techniques for mirroring surfaces (green) will not be consistent. For points on the mirroring parts, the normal hypotheses derived via techniques for mirroring surfaces (green) form a dominant mode with a small variance, whereas the normal hypotheses obtained via photometric stereo or Helmholtz stereopsis (red) are not consistent on the surface.

8.2.2.2. An Efficient Acquisition Pipeline Based on an Initial Material Recognition

Having adequate acquisition techniques for different surface types, the question arises whether a more efficient acquisition can be realized if there is no prior knowledge available regarding the surface materials of the object to be measured. As pointed out in [Rui13], cost-efficient measurements of complex objects or materials will probably necessitate the utilization of some kind of prior information. However, an open question is whether typical assumptions such as analytical BRDF models, smoothness, low-rank, etc. provide the best priors or whether data-driven priors represent a superior approach. In the scope of this section, we discuss a concept for a more efficient acquisition of geometry and reflectance. In particular, we demonstrate how different of the aforementioned techniques can be composed to an efficient, fully automatic acquisition framework where the required acquisition techniques are selected based on a prior material recognition (see Figure 37). In order to let the involved material recognition system act as an automatic assistance system for guiding the subsequent acquisition process in such a way that only the required acquisition methods are involved, the approach presented in [WK15a] relies on using a-priori information in the form of a database of material measurements with additional annotations regarding the methods that have to be chosen for the acquisition of geometry and reflectance. The key idea is the classification of a measured material based on only a rather small set of photos and, depending on the annotations of the closest match in the database, corresponding methods can easily be determined. For an almost mirroring metal, for instance, a shape-from-specularity approach could be used for geometry reconstruction and a BRDF measurement could be started to capture surface reflectance properties. If the considered material sample is classified as a material with strong mesoscopic effects as e.g. given in leather, a method adequate for glossy materials such as the technique described in [WRO12] could be used in combination with a BTF acquisition. As a result, a significant amount of acquisition and processing time can be saved and the hardware components are less stressed as e.g. less images need to be taken. The crucial prerequisite of such a strategy is the availability of a reliable material recognition framework and the availability of a database of materials with annotations regarding their adequate acquisition processes as well as the availability of acquisition methods that are suitable for the different surface materials. Hence, one core component of the framework can be identified in a material database which contains images of a multitude of material samples taken under different viewing and lighting conditions, which are expected to be met during the acquisition with standard devices. For material recognition, a huge variety of methods has been proposed in the past. For a respective survey on material recognition, we refer to [WK15b]. As typically information from several viewpoints might be acquired easily by typical acquisition setups, the multi-view material recognition approach presented in [WK15a] might be a good choice for a rather accurate material recognition.

In order to get an impression about the amount of time that can be saved with an efficient automatic acquisition system based on a smart selection of acquisition techniques for the involved materials, we provide a short discussion with respect to the acquisition times. The structured light based geometry acquisition technique described in [WSRK11] requires images that depict observed stripe patterns as projected onto the object surface by the involved projectors. The respective acquisition typically takes approximately 1.5 hours when using the highly parallel setup presented in [SWRK11] and in the range from approximately 1.5 hours to 3.0 hours in the turntable-based acquisition device introduced in [SSWK13]. In contrast, the geometry acquisition method introduced in [WRO12] requires a full structured light measurement as well as a full reflectance measurement as input. Therefore, the acquisition time is
Figure 37: Efficient acquisition pipeline: Based on a few input images of the material that should be acquired, an initial material recognition is used to find adequate acquisition parameters in a database of reference materials with respective annotations. Subsequently, these attached annotations for the closest material in the database can be used to guide the acquisition process by selecting the adequate acquisition techniques.

significantly longer as the reflectance acquisition usually requires approximately 4 hours to 10 hours depending on the complexity of the surface materials. Furthermore, the geometry acquisition using the method presented in [WORK13] takes approximately 1.5 hours to 2.0 hours when using illuminations from two to three different positions of the involved screens. When analyzing the required processing times, the higher complexity of the consistency-based techniques in [WRO*12, WORK13] becomes apparent in processing times of approximately 8 hours to 12 hours on a workstation with two Intel Xeon 5645 CPUs with 2.4 GHz or approximately 4 hours to 5 hours on a workstation with two Intel Xeon E5 – 2650 CPUs with 2.0 GHz. In contrast, the triangulations required for the structured light approach in [WSRK11] and the subsequent Poisson reconstruction are carried out in approximately 1.5 hours.

Furthermore, the acquisition time as well as the processing time required for the reflectance reconstruction also strongly depend on the respective material. For materials following simple homogeneous BRDF models, only four parameters have to be measured, which might be performed in only a few minutes. In contrast, materials with e.g. a spatially varying reflectance behavior require the measurement of six parameters in order to get a SVBRDF or BTF representation. In addition, the sampling density of the involved view-light configurations that need to be measured also needs to be taken into account. For dense measurements of several thousands of view-light configurations as used in e.g. [SWRK11, SSWK13], even fine details of mesoscopic reflectance can be adequately captured. However, even when acquiring the computationally demanding BTF, the acquisition and processing times might vary significantly depending on the complexity of the involved materials, which influences the acquisition parameters such as the number of exposures used during the measurement. This can be seen e.g. in the evaluation given in [Sch14], where the acquisition parameters and the processing parameters for different objects are given as listed in Figure 38, Figure 39 and Figure 40.

As a result, the automatic selection of appropriate geometry and reflectance acquisition techniques with the respective postprocessing methods might save several hours.

8.2.3. Acquisition in the Wild

A further trend can be seen in the development of in the wild solutions that allow to acquire the geometry with cheap consumer hardware under uncontrolled conditions regarding viewpoint and illumination conditions. In the context of diffuse surfaces, respective techniques have reached a very mature state. Multi-view stereo algorithms like Goesele et al. [GSC*07] and Furukawa et al. [PCSS10] can handle images that have been downloaded from large internet databases such as Flickr. These images are usually captured from vastly different viewpoints and under various lighting conditions. Fuhmann et al. [FLG14] used the approach from Goesele et al. together with their surface reconstruction (see Section 6.2.3) to build a complete reconstruction pipeline which is available as an open source software called MVE. This software can create high quality geometry reconstructions from a simple unordered set of input images. Such a front-to-end pipeline was not available before in a single open source software solution. As the system is built with very robust components, it is able handle a variety of input

Figure 38: Objects digitized in the scope of [Sch14]: Listed are the respective apparent materials of the individual objects, the number of used exposures (geometry acquisition / reflectance acquisition), the acquisition times (geometry acquisition / reflectance acquisition) as well as the total processing times (1 Measured in the Dome 1 device, 2 Measured in the Dome 2 device, 3 Original measurement data damaged, 4 No information available due to data loss).
<table>
<thead>
<tr>
<th>Object</th>
<th>Materials</th>
<th>Used Exposures</th>
<th>Acquistion Times</th>
<th>Total Processing Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chess Piece</td>
<td>resin, matte white finish</td>
<td>1/3 or 1/2</td>
<td>12.52 or 12.4</td>
<td></td>
</tr>
<tr>
<td>Tennis Ball</td>
<td>synthetic fabric (fluorescent)</td>
<td>4/3</td>
<td>8.56</td>
<td></td>
</tr>
<tr>
<td>Shoe</td>
<td>synthetic fabric, rubber, plastic</td>
<td>3/3</td>
<td>10.18</td>
<td></td>
</tr>
<tr>
<td>Mug</td>
<td>ceramics</td>
<td>2/3</td>
<td>28.57</td>
<td></td>
</tr>
<tr>
<td>Ganesha</td>
<td>labradorite</td>
<td>3/4</td>
<td>22.39</td>
<td></td>
</tr>
<tr>
<td>Paintbrush</td>
<td>lacquered wood, metal, bristles</td>
<td>3/5</td>
<td>10.18</td>
<td></td>
</tr>
<tr>
<td>Micrometer</td>
<td>polished and rough metal, plastic</td>
<td>2/2</td>
<td>10.31</td>
<td></td>
</tr>
<tr>
<td>Fish</td>
<td>gold and red paint</td>
<td>3/4</td>
<td>36.12</td>
<td></td>
</tr>
<tr>
<td>Inkwell</td>
<td>silver</td>
<td>2/4</td>
<td>10.41</td>
<td></td>
</tr>
<tr>
<td>Teal</td>
<td>feathers, beak, green paint</td>
<td>3/4</td>
<td>74.48</td>
<td></td>
</tr>
<tr>
<td>Epithelioma Moulage</td>
<td>wax, paint, fabric, lacquered wood, paper</td>
<td>3/4</td>
<td>22.12</td>
<td></td>
</tr>
<tr>
<td>Pyramid</td>
<td>clay, patina</td>
<td>1/2</td>
<td>32.43</td>
<td></td>
</tr>
</tbody>
</table>

Figure 39: Objects digitized in the scope of [Sch14]: Listed are the respective apparent materials of the individual objects, the number of used exposures (geometry acquisition / reflectance acquisition), the acquisition times (geometry acquisition / reflectance acquisition) as well as the total processing times (1 Measured in the Dome 1 device, 2 Measured in the Dome 2 device, 3 Original measurement data damaged, 4 No information available due to data loss).
Figure 40: Objects digitized in the scope of [Sch14]: Listed are the respective apparent materials of the individual objects, the number of used exposures (geometry acquisition / reflectance acquisition), the acquisition times (geometry acquisition / reflectance acquisition) as well as the total processing times (1 Measured in the Dome 1 device, 2 Measured in the Dome 2 device, 3 Original measurement data damaged, 4 No information available due to data loss).

Figure 41: Reconstruction by MVE [FLG14] of an Internet dataset downloaded from Flickr. The bottom row shows 3 images of a total of 871 input images. The top row shows the reconstruction rendered with shading (left) and with texture (right). Photo credits: Flickr users Vince O’Sullivan, Andy Hay, Ecyrd, Creative Commons License.

data. Optionally, the recovered geometry can also be textured by an appropriate method such as Waechter et al. [WMG14]. Figure 41 shows an example reconstruction from the Trevi Fountain in Rome. For this dataset more than 800 images have been downloaded and processed in about 12 hours. Another approach that utilizes internet data was presented by [ALFG12]. Building on a photometric stereo technique their algorithm can recover geometry and a sparse set of basis materials in an outdoor scene that is captured by a static camera, e.g., a webcam, over a long period of time. Using the sun as a varying light source they calculate the direction of the incident illumination from the time and date of each image. To get enough variation in these directions the images have to be captured over the course of at least 6 months. During this time frame, tens of thousands of images are captured. As a reconstruction from such a large number of images is rather impractical because of computation time and memory requirements, an appropriate image subset is typically selected first. With a special image selection strategy the algorithm automatically selects images with a clear sky that are distributed over the whole time period. These images are then aligned with subpixel accuracy to account for small camera movements and are then used for a photometric reconstruction. The normals are first initialized with a basic photometric stereo algorithm and all pixels are clustered into a small amount of material subsets according to color. Next, an iterative optimization recovers surface normals as well as a mixture of a set of basis materials for each pixel in the image. This is done by alternating two optimization schemes. One uses an isotropic Ward reflection model [War92] and recovers materials for the current fixed distribution of material weights and normals. The other uses the fixed set of optimized materials and updates the normals and material distribution for each pixel. The final result is a normal map of the scene and mixtures of materials that can be used for relighting or further processing.

8.3. Conclusions

In the scope of this course, we have given a thorough overview on the acquisition ecosystem with its components. In particular, we have reviewed the advances in both geometry acquisition and reflectance acquisition for objects with different types of reflectance behavior ranging from diffuse over opaque to specular surfaces or even translucent and transparent surfaces.
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