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Abstract
Information Visualization (InfoVis) encompasses techniques of visualization that deal primarily with abstract data,
that is, data for which the user has no preconceived mental model. This is in contrast to, for example, volume or
flow data.
For this reason, interaction is particularly important in InfoVis: for exploration, analysis, and presentation of
data. Interaction allows the user to implicitly form mental models of the correlations and relationships in the data,
through recognition of patterns, marking or focusing in on those patterns, forming mental hypotheses and testing
them, and so on. Some interaction techniques are very specific to InfoVis (even though they can be and are applied
to other areas as well), such as Focus+Context and Linking+Brushing.
This paper surveys InfoVis techniques with an orientation toward interaction aspects, rather than data model or
display dimension. It also tries to put the work into perspective by including aspects such as user studies for the
evaluation of methods.

Categories and Subject Descriptors(according to ACM CCS): I.3.6 [Computer Graphics]: Visualization

1. Introduction

To visualize a set of data is to produce an image from it, with
the goal of elucidating the character of the data and deriv-
ing insight. The challenge in visualization is to find a visual
metaphor that the user can understand and perceive effec-
tively, and that conveys the information the user is looking
for – and to provide interaction methods that make it possi-
ble for the user to work with and probe the data as effectively
and effortlessly as possible.

1.1. What is Information Visualization?

Information Visualization (InfoVis) deals with data that is
usually abstract, high-dimensional, and structured in a com-
plex way. Visualization of such data is difficult because the

user does not have any preconception of how such data could
look, so no “natural” display is possible (in contrast to vol-
ume visualization, where, for example, isosurfaces at a con-
stant data value can pull out representative “objects" such as
the core of a thunderstorm or the region of bone in the human
body). In many domains, there are also physical methods for
making data visible (e.g.,in flow visualization by injecting
dye or smoke into a flow), which lead to natural analogies in
visualizing the data (such as arrows or streamlines), which
is typically not the case in InfoVis.

Data in scientific visualization (which subsumes volume
and flow visualization) also usually contains objects or struc-
tures that have a certain minimal size and that have certain
features to look for. This is not necessarily the case in In-
foVis, where the character of the relationships to be found
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are not at all obviousa priori. Thus methods must be able to
deal with data that appears to be random, but still contains
valuable information.

1.2. Structure of this Survey

Section 2 presents some thoughts on the nature of interac-
tion and its importance in visualization. We follow this by
descriptions of interaction methods that are used in InfoVis,
such as F+C (Section 3) and multiple views (Section 4). Vi-
sualization methods for specific data are discussed in the fol-
lowing sections, such as high-dimensional data (Section 5),
trees (Section 6), and temporal data (Section 7). Section 8
deals with user studies that have been conducted as part of
InfoVis research. A (very subjective) itemization of what the
future of InfoVis might hold (Section 9) rounds off this sur-
vey.

2. Interaction

Interaction in InfoVis has many facets, but it generally serves
one goal: The user is able to understand the information bet-
ter (or at all!), if the image is not simply static, but rather he
or she can interact with it.

Many interaction methods are simple. Linking and Brush-
ing (Section 4.2) or the use of multiple views (Section 4)
might even seem almost trivial. They do, however, provide
tremendous power to the user, and it is often much more dif-
ficult than it seems to implement them in a way that the user
can actually benefit from them.

2.1. Taxonomies of Interaction

InfoVis so far has resisted attempts to put it into one coherent
and complete taxonomy. This is perhaps partly due to the
fact that it is still a very young science, which will evolve
and be better understood with time.

The tendency has been to think of visualization methods
in terms of the type of data to which they are applied; for ex-
ample, new methods are often introduced as methods “for” a
certain data type. Trying to put methods into a structure that
is more oriented towards how the user works with the data is
much more difficult.

The classic taxonomy71 contained a mix of both tasks
and datatypes, by offering a task-by-datatype taxonomy. It
consists of seven data types and seven tasks – these seven
tasks (Overview, Zoom, Filter, Details-on-Demand, Relate,
History, and Extract) summarize and organize the important
sorts of interactions users wish to have with their data.

Another work35 also focussed on the tasks that users
wish to perform during visualization of information, orga-
nizing them in a higher-level way (e.g. prepare, plan, ex-
plore, present, overlay, re-orient). The subtasks identified,

however, fit the sorts of activities outlined in the classic
taxonomy71.

Another work15 described a framework for the variety of
possible operations within the overall visualization task, and
showed how a number of visualization environments could
be characterized by which of these operations they provided.

3. Focus+Context Visualization

One of the most common interaction techniques in InfoVis
is Focus+Context (F+C) visualization. Usually, the amount
of data to be displayed is too large to fit on the screen com-
pletely. It is also useful to be able to zoom in on certain parts
of the data. In such cases, one wants to focus on certain data,
without losing track of where he or she is in the whole data
set.

We differentiate between four groups of F+C techniques:

Distortion-oriented. The best known group are techniques
that geometrically distort the image, so that more space is
available for the more important parts.

Overview Methods. Context can also be shown separately,
in a different window or another layer in the same space.
There is no seamless integration of overview and focus.

Filtering. Instead of providing more space, filtering tech-
niques provide more or different information in certain
parts of the image, without overloading it.

In-Place Techniques.Pointing out information to the user
(instead of changing the amount of information) is also
possible. This way, the answer to queries can be seen
quickly, and interaction can be done in ways that are not
directly visual.

These techniques are presented in the following subsections.

3.1. Distortion-Oriented F+C Methods

Perhaps the best metaphor for distortion-oriented F+C meth-
ods is the stretchable rubber sheet: Imagine an image printed
onto a thin piece of rubber that is mounted onto a frame. By
dragging on parts of it, you can deform it, and thus distort the
image to provide more or less room for its different parts.
The total area of the image (limited by the frame) remains
the same, however.

3.1.1. Classical geometric distortion

The classic method for geometric F+C visualization is that
of fisheye views28. These use a concept from photography,
namely that of the fisheye lens, which has a different magni-
fication in different parts of the image. By applying a similar
distortion to the visualized data, more space is provided for
important information. The degree of the distortion, as well
as the center of interest can be changed.

A different way of distorting an image is by drawing in
hyperbolic space49, 50, and projecting it to (Euclidean) screen
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space. This generates a circular display with higher magnifi-
cation in the center and lower magnification close to the bor-
der. This idea can also be extended to 3D hyperbolic space,
which has been used for the layout of graphs61 and trees62.

An effectively similar approach is to project the informa-
tion onto a sphere48, which also makes it possible to easily
move the focus out of the center of the display. Also, concen-
tric rings are drawn as an indication of the distortion, which
decreases confusion. Another advantage of this method is
that it can show the focus with very little distortion, which
is very useful when working with text, for example (see be-
low).

Fisheye views have been extended and generalized39. The
extension not only provides means to do the distortion on a
different level than just geometrically (e.g.,by replacing im-
ages with icons when they are in the context), and to com-
pose the image of different versions of the undistorted image
(e.g.,to provide color discrimination in addition to the dis-
tortion). The problem of the distorted focus area is also ad-
dressed by using a distortion function that has a “flat” area
around the point of maximum interest.

Fisheye and related distortions have two drawbacks. They
distort the whole image, even the region of interest, and the
distortion is not well supported by graphics hardware.

The perspective wall55 uses an approach that consists of
three rectangular parts: the central, most magnified one, and
two adjacent parts on the sides with decreasing magnifica-
tion. All the parts are flat, and therefore can be easily imple-
mented using very simple geometry and texture mapping.
The central part is also completely undistorted – which is
especially important when text is displayed.

The document lens67 for the display of large amounts of
text (in a way similar to microfiche) therefore uses a very
similar approach, with context parts also extending on the
top and bottom of the focus area. In addition to being able to
read the text, the user is also given the opportunity to make
use of his or her mental image of the pages surrounding the
one of interest. This way, navigation through large amounts
of text (e.g.,newspaper archives) is a lot easier than when
using conventional microfiche readers.

A (now somewhat dated) taxonomy51 of some of the key
techniques in distortion-oriented F+C visualization is avail-
able.

3.1.2. Generalized Distortion

The idea of geometric distortion can be taken further to be
applied to information that cannot be distorted in the usual
sense (without losing readability), such as tables of data.

The table lens65 shows the entries in every field not as a
number, but as a bar that represents the size of the number
This way, many more values can be displayed then when
each value must be displayed as a number and be readable.

The list can be sorted by any of the rows, making it possible
for the user to get an overview of the data and to see correla-
tions between rows. The symbolic representation also allows
the user to judge the distribution of values much quicker than
when having to read numbers. Further work81 increased the
number of values that could be presented in the same screen
space while retaining enough precision to be able to get a
good overview (even when there are more values than pix-
els).

INSYDER41 extends the ideas of the table lens with
a combination of different views, including scatterplots,
thumbnails of text documents, and the so-called SuperTable
(which is very similar to the table lens).

The LensBar57 was designed for working with long lists
of text, like dictionaries, emails, or program code. There is
a scrollbar next to the display of the actual values, that also
shows where data is along the range of values, depending
on the current degree of interest function. The user can then
navigate between these areas of interest and perhaps change
them or find what he or she is looking for.

A similar idea has also been applied in HCI, in the case of
fisheye menus9, which provide easier navigation in long lists
of menus without the need for scrollbars. It can be argued,
however, that a hierarchical organization might be a better
way to organize the information.

A very different visualization is done for the semantic
and link relations between documents. Using a concept of
“neighborhoods,” CardVis60 shows very related documents
on one card in a stack, which the user can browse through.
Some information on the other cards remains visible while
the user looks at a specific card. Thus, navigation between
them is easy.

3.2. Overview Methods

Focus and context can be shown separately from one
other, without a transition between them. In the information
mural38, a smaller window shows the structure of the whole
dataset, while the focus is given more screen space. A small
frame in the overview shows the location and size of the fo-
cus region (“you are here”). Because a simple downsampling
of the data can lead to overview images that are hard or im-
possible to read, special care is taken to do the downsam-
pling so that it retains as much information as possible.

Many of the applications of visualization to the problem
of software development also use this type of F+C. A simple,
straight-forward (and, by InfoVis standards, extremely natu-
ral) visualization of program code is to represent each code
line with a simple line that can be color-coded. This makes
it possible to display a lot of code (about 50,000 lines) on a
standard screen, and retain quite a lot of the structure of the
code (indentation, line length, blank lines) to be able to rec-
ognize structures in it, and the relative sizes of files are also
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quite easily visible. A F+C display can also easily be created
by providing a “loupe” that is moved over the lines, with
the corresponding code shown in readable size in a separate
window or display area. Most methods use this idea together
with varying interactions and parameters to change the color
coding.

Programs such as Seesoft26, 3 can use code age, number of
changes, changes between versions, etc. for the color coding.

A similar approach is followed for assisting program
testing25. Each line is color-coded by the number of failed
tests it was executed in. The more faulty test-cases a piece
of code is a part of, the likelier it is that it contains a bug.

In Sunburst, a radial display of tree data77, the levels of the
tree are drawn onto concentric circles, with the root of the
tree being in the center. The farther away a node is from the
root (and thus usually the more nodes are on that level), the
larger the circle it is located on. Additional space for detail
and context is made by shrinking the depiction of the whole
tree, and only showing the wedge of the circular structure
that is currently of interest. Where that part is located on the
whole circle is indicated in the overview image.

The overview can also be displayed in the same space as
the focus, as in the Macroscope52. To differentiate between
them, the overview is displayed with a smaller resolution
(but the same size as the detail), leading to blockier images.
The user can then look back and forth between the zoom
levels by looking at the cruder or the finer parts of the image.
The differentiation between focus and context is not easy
with this technique, however.

3.3. Filtering

Instead of distorting an image, additional information can
be shown in certain parts. This is the idea behind magic
lenses12. They provide an object (which can be of any shape)
that can be move over the display and which shows different
information in the area that it covers. This can be informa-
tion about the font used in a word processor, pseudo-color to
show an additional data dimension, or annotations attached
to different objects.

The original magic lens already worked with a 2D lens
in a 3D environment, but an extension to 3D (with a three-
dimensional “lens”) has also been done85.

3.4. In-Place F+C

In-place F+C is similar to filtering, but it does not require a
lens to be moved. Instead, the program decides which data to
show and which to hide, which is of course highly dependent
on the user task. But in this way, the program can also take
the initiative and point the user to interesting data.

GeoSpace54 uses color, transparency and font size to point

Figure 1: SDOF45 in use with a map viewer: The display
is focused on streets, with rivers, rail tracks, etc. still being
visible as context. The user can easily switch between the
layers.

out objects in a GIS visualization. This way, hospitals, phar-
macies, or areas with high crime rates can be quickly seen.

Semantic Depth of Field (SDOF45, 46) is another technique
for in-place F+C. It uses the depth-of-field effect from pho-
tography to blur objects depending on their distance from
the camera. SDOF uses objects’ relevance instead of their
location to assign blur, and thus directs the user’s attention
very effectively (Figure 1). The assignment of relevance is
done based on other interactions,e.g.,telling the program to
show files that are larger than one megabyte and older than
six months.

The tree browser Cheops6 also uses in-place F+C, by
“stacking” nodes on top of each other, and showing only
those that are relevant for the current path. All other nodes
are shown as “ghosts” that do not need much space, but that
still give the user an idea of the size of the remaining tree.

Another way to provide F+C in-place is a level-of-detail
(LOD) approach. In a visualization of real-time process
data58, measurements are shown, where each data value can
be measured redundantly by several devices. The data dis-
plays are drawn in different ways depending on their current
relevance. The user can move the point of interest over the
display and thus influence the amount of space each instru-
ment gets. The lowest level of detail is a single "lamp" that
shows green or red, depending on a definition of normal val-
ues. The second level is a simple numerical display, the third
level shows an instrument that displays several values at the
same time. The highest level of detail, finally, shows a sepa-
rate instrument for each data value.

The hardware version of in-place F+C is the Focus Plus
Context screen5. It consists of a large canvas onto which the
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image is projected, and a smaller LCD screen in its middle.
The display is integrated so that the LCD area looks almost
identical to the projected image, except for the higher reso-
lution. The user can then move parts in and out of the focus
area, depending on the current task. In addition to the F+C
effect, he or she also gets a very large workspace, compared
to current standard monitors.

3.5. Visualization Schemas

In addition to providing interaction to the user, it is useful to
have both a formalism for describing interaction, and to be
able to save the state of an application after interaction has
taken place.

For the Polaris79 system, a visual formalism78 was pre-
sented that encodes which dimensions are displayed, visual
encodings for different dimensions, the display type (map,
scatterplot, line plot, etc.), zoom level, etc.

A similar approach is the feature definition language
(FDL22), which allows the user to specify features (which are
arbitrary logical combinations of selections) that are brushed
in the visualization. In this way, an analysis of a data set can
be applied to another, similar data set, which saves the user
time and repetitive work.

4. Multiple Views

Given today’s graphical user interfaces, using several views
on the same data instead of just one is trivial. Doing it right,
and providing the necessary amount of interaction, however,
is not2.

4.1. Scatterplots and Relatives

Scatterplots show data by drawing a point (or glyph) for each
data point. The plane onto which they are drawn has two
axes selected from the axes of the data space (thus creat-
ing a two-dimensional projection of then-dimensional data
space). A mapping of data values to coordinates is also nec-
essary, which usually enables the user to select the part of
the data that is drawn, to zoom, pan, etc. Other visual fea-
tures such as color, size, etc. can also be controlled by other
selected data dimensions.

Scatterplots are extremely useful because they provide a
good overview of the data, and also show correlations in
the data well. They are also one of the better known meth-
ods in information visualization (familiar to many people
outside the field) and very easy to implement. Applications
of scatterplots are rarely published, but the few examples30

show what can be done by intelligently applying a simple
method. But scatterplots only show two data dimensions at
a time, and there are also a number of other problems (e.g.
when many data points are drawn at the same pixel loca-
tion, the true aggregate nature of the data may be masked by
whichever point happens to be drawn on top).

Scatterplot matrices16 show all two-dimensional projec-
tions of a high-dimensional dataset in a grid. In each row,
the y axis is the same for all plots, and in each column, the
diagrams share an x axis. The projections along the diagonal
are used to show a histogram of the projection of the data
onto one axis. A system similar to scatterplot matrices, but
used to visualize high-dimensional scalar functions instead
of data points, is Hyperslice84.

Hypercell24 is an extension of Hyperslice into 3D, which
makes it possible to see more information at the same time.
It uses volume rendering to give the user an impression of
the volume without occluding much of the data. In contrast
to scatterplot matrices and hyperslice, the user cannot see the
entire matrix of projections, but has to select certain views,
which he or she can then switch between.

A natural extension of scatterplots is the use of 3D
scatterplots7. These are not widely used, however, because
they can be difficult to interpret, and because the technology
used has not allowed for a large number of data points nor
easy interaction with the display.

4.2. Linking and Brushing

Multiple views are of little use without being able to inter-
act with them. The user can select points to be investigated
further with a technique called brushing. Brushing is usually
done directly on the visible structures, by interacting with
the view using the mouse (e.g., opening a rectangular re-
gion of interest). But it can also be done independently of
the display, by entering values, selecting regions of interest
with sliders, or by more complex means (such as selecting a
cluster, the points inside which are brushed). This makes it
possible to brush in dimensions that are not currently shown.

Brushes can also be combined to form composite
brushes87, thus enabling the user to select more complex
shapes and to specify very precisely which points he or she
is interested in.

When brushing is used, a scalar value called the degree-
of-interest (DOI) is associated with each data point. Typi-
cally, a value of 1 means that the point is brushed, and a value
of 0 means that it is not. Smooth brushing56 allows the user
to specify brushes without the sharp edges a binary classifi-
cation would create. Such brushes are harder to composite,
but provide more flexibility to the user, who might not want
(or be able to) specify a sharp boundary in a domain.

Brushing alone is of limited use, however, without view
linking. Linked views exchange information about which
points are brushed, so the user can easily see the same points
brushed in different views on the data. Linking is usually im-
plemented so that it works from any view to all other views,
in contrast to slaving (which is one-way). In addition to link-
age of brushing information, one can also link other viewing
parameters such rotation, zoom, etc. In this way, the user is
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Figure 2: Multiple window view of medical data. Color is
used to distinguish different diagnoses, with color shared
across all realizations of the data. Survival curves show the
different prognoses for the different diagnoses, while a his-
togram shows the number of cases of each diagnosis treated
over time.30

provided with a consistent view of the data, which can be
useful if several similar views are present.

Because Linking and Brushing are usually implemented
at the same time, Linking&Brushing (L&B) has become a
fixed expression.

4.3. Other Data Realizations

When multiple views of the data are presented to the user,
it is common to mix a variety of visual representations. For
example scatterplots of numerical variables may be shown
at the same time with views more appropriate to categorical
variables such as categorical lists or pie charts. Histograms
can be used to select, for example, outliers in a particular
variable. Several data visualization systems are built upon
this concept,e.g. Opal30, illustrated in Figure 2. Multiple,
linked views effectively present multidimensional data in a
way in which users can find correlations across multiple di-
mensions. For example, a cluster noted in a two-dimensional
scatterplot might be found to correlate to only one or two
variables in a categorical string variable, for example. The
advantage of multiple views is that presentations appropriate
to each sort of data variable may be independently chosen.
Of course, interactive linkage of data points is critical to the
effectiveness of this method.

4.4. Scientific Visualization and InfoVis

As a special case of multiple views, we describe some work
which has sought to bridge the worlds of scientific and in-
formation visualization. For example, WEAVE31 is a sys-
tem that uses multiple information visualization views such
as histograms, parallel coordinates, and scatterplots, along
with traditional scientific visualization representations such
as surfaces and streamlines. The specific application was a
complex simulation of the heart. Brushing and linkage in all
views was supported, so that, for example, one could under-
stand the spatial dependence of points with both high voltage
and low current, or alternatively, determine the relationship
between calcium and potassium in a particular region of the
heart.

InfoVis (or at least simple graphical displays) have always
been used to support scientific visualization,e.g.,for transfer
function design in a real-time volume rendering library59.

More elaborate visualizations have been implemented in
scientific visualizations since. A panel for the definition of
three-dimensional transfer functions for volume rendering42

shows a histogram display of the data and two derivatives,
so that the user can place the transfer function at boundaries
between different materials (which are directly visible).

Similarly, InfoVis also supports studies of high-
dimensional flow simulation data23, 22. Such data typically
consists of many dimensions (such as pressure, temperature,
turbulent kinetic energy, etc.), which the engineers are inter-
ested in. By providing views on the spatial data, as well as
the non-spatial parameter space, it is possible to find out, for
example, where in an object the temperatures are too high,
and the flow is too slow. Users can, for example, notice inter-
esting patterns in a subset of the parameter space (which is
displayed in a scatterplot, for example), and then use brush-
ing and linkage to find out where in the object this configu-
ration is present. From there, they can investigate the param-
eter values in adjacent regions, for example.

5. Interaction with Dimensions

Moving beyong direct interactions on the data point level, it
is possible to gain new insights into data by being able to
change the way dimensions are depicted, and also to filter
the data prior to display.

5.1. Methods beyond Scatterplots

Prosection views29 and the prosection matrix76 are an im-
provement over standard scatterplots and scatterplot matri-
ces, which allows the user not only to see projections, but
the points that actually get projected can be selected in ev-
ery projection (which then affect all other projections). This
also gives this method its name, which is a combination of
“projection” and “section.”

The reorderable matrix is an idea that was originally used
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with cardboard cards11, and was later implemented in com-
puter programs73. It shows multidimensional data as filled
circles, one for each attribute of each data point, with the
size corresponding to the attribute value. Users can sort the
objects by any attribute, and move objects and attributes
around. In this way, correlations between attributes (typi-
cally between two attributes) can be found quite easily and
naturally.

5.2. Rearranging Dimensions

In 2D or 3D visual space, only two or three axes, respec-
tively, can be drawn perpendicular to each other. A number
of techniques display more dimensions by working around
this limitation.

The best-known method in this group is that of parallel
coordinates37, which draws the axes parallel to each other.
Each point inn-space is represented by one value on each
axis, which are connected with lines so that the values for
one point can be seen.

The main interaction with parallel coordinates is brushing
on one or more axes. By selecting a value range on one axis,
the user can see possible correlations between this axis and
other ones.

In addition to brushing, other possible interaction mech-
anisms are reordering axes (so that axes that the user wants
to compare are directly next to each other), scaling, panning
(moving the origin of the axis), and changing the orientation
of axes.

Parallel coordinates have been extended and used in many
areas. In addition to the data itself, other information can be
shown74. Quartiles of the data along each axis can be dis-
played, as well as the average of a selection (calledpolyline
averaging), and the correlation between areas on different
axes that the user selects.

A different work32 provides an additional brushing
method, a technique called angular brushing, which allows
the user to select points based on an angle range between two
axes, instead of their value on a single axis (Figure 3). This
makes it possible to directly brush points that have a cer-
tain correlation to each other. Additionally, histograms can
optionally be drawn on the axes instead of quartiles.

By applying a color scheme based on proximity, the dis-
play of hierarchical, high-dimensional data is also possible27

with parallel coordinates, as well as allowing movement
through this hierarchy to see the data at different levels of
magnification.

Bargrams88 are more an interaction technique than a vi-
sualization, but follow a concept somewhat similar to paral-
lel coordinates. A bargram is a histogram where the relative
number of objects in each bin is shown by a horizontal bar,
with all bars next to each other on one line (empty bins are
not shown). Small icons are drawn above these bargrams, so

Figure 3: Angular brushing in Parallel Coordinates32. All
data points (represented by polylines) whose angle between
the two axes of interest lies within the angle range specified
by the red wedge are brushed.

that when an object is brushed, it can be seen where in the
data it is (the application shows icons for all objects,e.g.,
cars, that can be selected). Objects can also be brushed by
selecting their bin in the bargram, which then shows the bins
on the other axes that contain objects from this bin.

Sparkler33 is a visualization of query results from WWW
search engines. Each result is represented by a point, along a
line (spreading out perpendicularly to the line to avoid over-
plotting), the position on which is determined by its rele-
vance. Several search results are put on a disc, with all lines
starting out in its center. This creates an image that is sim-
ilar to a parallel coordinate plot with the axes being drawn
in like the spokes of a wheel. The structure of all the docu-
ments from a query gives the user an overview of the overall
quality of the results, and can give hints whether refinement
is needed. Single documents can be selected, and are then
highlighted in all the result sets – making it possible to visu-
ally combine queries.

A visualization of data that has internal structure (other
than the scattered, unstructured data, that parallel coordi-
nates are typically used for) is SeeNet8. It is a non-typical
visualization of networks, which in addition to displaying
the graph in the usual way (showing its nodes and edges),
also shows data about the graph,e.g.the data transfer volume
between nodes, as a matrix. In a way, this is also similar in
its intention to parallel coordinates: Overcome the problems
with the standard way of looking at the data by rearranging
it into a completely different shape.
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6. Trees and Networks

Trees (or hierarchical data) are perhaps the data structure for
which the most methods exist. This may be due to the fact
that trees are, indeed, a very important concept in computer
science. Another reason is likely that tree data is the easiest
to come by for testing the methods (e.g.,the directory tree
of a researcher’s workstation). At the same time, trees are
perhaps the data structure for which the fewest methods exist
that are truly interactive.

Cone and cam trees68 are among the best-known methods
in this area. The root node of a subtree is put onto the tip of
a cone, and its child nodes along the rim of its base. Leaves
are displayed as rectangles with text on them. While cone
trees grow from the top to the bottom of the display, cam
trees grow from left to right. The latter have the advantage
that the labels at their nodes can be more easily displayed
(because they do not overlap).

The user can select a node in a cone tree, which is then
brought to the front, so that it faces the user. This is done in
a smooth animation, where all levels of the tree rotate at the
same time, so that the user can easily follow the motion.

A visualization method that is similar to cam trees is that
of collapsible, cylindrical trees21. Cylinders are drawn next
to each other, with each cylinder displaying the subnodes
of a node as text labels. The cylinders can be spun so that
the label of interest is shown in the middle of the display,
and some of the others are still visible as context above and
below. The node in the middle is also expanded in the cylin-
ders to the right, so that a complete path through the tree is
displayed. This also makes the tree quite compact so that it
can be displayed below a text document whose structure it
represents, for example.

SpaceTree64 is a visualization of trees that provides in-
formation about the parts of the tree that are not currently
visible (by drawing icons for the subtrees of folded nodes).
Animation is also used to make the transitions easier to un-
derstand when folding and unfolding subtrees. This allows
the user to more effectively perform some tasks, like esti-
mating the number of nodes under a given node. Most of the
enhancements of SpaceTree can also be made quite easily
for other methods, and thus more general ideas for improv-
ing tree visualizations are given.

Ordered treemap layouts72 are based on the rather well-
known (but almost totally un-interactive) treemaps70. Their
layout algorithm tries to preserve the location of the individ-
ual objects, so that data that varies over time (such as stock
market data) can be displayed in a way that makes tracing
them possible, when the user moves from one point in time
to another.

Another three-dimensional visualization of trees is that
of Beamtrees83, which are a modification of treemaps for
three-dimensional display. The nodes of the treemap are
scaled and combined, and represented by cylinders, whose

Figure 4: An example of Beamtrees (Image courtesy of
F. van Ham83, Technische Universiteit Eindhoven)

depth structure (orthogonal to the layout dimensions of the
treemap) represents the tree depth. The user can rotate the
object and thus see the tree from different sides (Figure 4).

Radial layout of a graph89 puts the nodes onto concen-
tric circles. One node (the one the visualization focuses on)
is displayed in the center of the circles, nodes that are con-
nected to it with an edge are drawn on the innermost circle,
nodes connected to them on the next circle, etc. This pro-
vides a direct visualization of the distance of a node from
the focus node. Transitions between different focus nodes
are animated by interpolating the polar coordinates of the
old and new locations, thus minimizing the number of nodes
that cross each other’s path.

Computing clusters are a special kind of computer net-
work, that consists of a large number of CPUs and a high-
bandwidth connection, that is usually tightly woven and has
a regular shape. Debugging of such hardware is supported by
a visualization20 that shows the network connections and the
processor and network ports. Errors are visible on the ports
and connections, and can be easily spotted and traced over
time – much easier than reading the log files of the hardware.

7. Temporal Data

While time simply adds another dimension to data, it is quite
a special one. In InfoVis, where most data is abstract, time
adds one very concrete dimension, that is generally treated
differently from all the others. The methods can be put into
two groups: visualization of recorded data from the past, and
visualization of plans and expected data (usually with uncer-
tainty) in the future.

Events or data in a time series are essentially linear, which
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can be a poor use of two-dimensional screen space – at least
in the time dimension – when time is simply drawn as a line.

Spirals are one way for more efficient use of space. The
time axis is “rolled up” into a spiral, and the data drawn
along it. The data objects can also extend into 3D and can
be drawn in layers above the time axis13. In temporal data,
the user often wants to find recurring patterns, like changes
with the seasons. This is possible with spirals because each
rotation covers one time unit (like a year), and thus events
that happen in the same part of that time unit are close to-
gether, so that eventual trends can be seen. An example for
such a pattern is the accumulation of horror movies coming
out shortly before Halloween (finding this requires a spiral
display and the ability to filter the movie data by film type).

When the application is not to find patterns in the data us-
ing a “natural” time scaling (e.g.,one revolution for one year
for movie release data), but to find patterns with an unknown
frequency, a spiral that can be changed interactively is ex-
tremely useful and the patterns can be seen very easily86.

While visualization is quite basic in TimeFinder36, it al-
lows the user to find certain temporal patterns in the data.
These patterns are specified with simple rectangles which
cover a certain time and value range, and which are com-
pared against the data. All data that fit into these windows are
brushed in the display. More complex shapes can be pieced
together with several rectangles (the intersection of all se-
lected data values is brushed).

8. Perception and Usability Studies

More than any other branch of computer science, visualiza-
tion means communication with the user. No matter how
well devised and carefully designed a visualization might be,
if it does not convey the information intended, it is useless.
Recently, researchers have begun to test their own designs
in user studies, and to perform studies to base new methods
on. A few of these studies will be surveyed here. A short
introduction to user studies, together with practical tips and
experiences from past studies is available44.

8.1. Basic Perception

One feature of the human visual system that has received
much attention in visualization is preattentive processing82.
Certain features (e.g.,color, closure, orientation) can be per-
ceived in a very short amount of time (about 200 ms) and
without the need for serial search. People can tell where ob-
jects were located, and approximately how many there were,
even after having seen an image for only a fraction of a sec-
ond.

One example of the use of preattentive features are bars of
different height, color and density34, which represent differ-
ent data channels in a salmon tracking system (e.g.plankton
density, ocean current strength, surface temperature). These

Figure 5: Pexels representing different types of data points
(Healey et al.,34 used with permission)

are called pexels, for “perceptual element”, for an example
see Figure 5.

Semantic depth of field (SDOF, Figure 1), which uses
blurring to direct the users’ attention to relevant objects
(which are crisp), was also tested and found to be a preatten-
tive feature47. This makes it a very efficient tool for pointing
out information.

Another well-known effect in psychology is change blind-
ness. After an interaction, users may not be able to tell what
has changed on screen, so the interaction has to be repeated,
several times perhaps. A way to conquer change blindness
is by using a transition between the old and new display63.
In addition, an “asymmetry” is created, by using a different
method when fading out the old image, and fading in the
new one (transparency and drawing a wireframe). This way,
even for a static frame (e.g.,a screenshot) one can tell which
objects are disappearing, and which are new.

An interesting aspect of InfoVis, that is very likely to be-
come much more important in the future, is the use of visu-
alization as a secondary task. When visualization is used in
cars, appliances, etc., the user will concentrate on a task, and
only use the visualization occasionally, when the need arises.
In such a case, it is necessary to convey the information with-
out distracting the user too much from the primary task. Vi-
sual attributes, such as color, size, closure, etc., that can be
used for such a purpose were tested in user studies14, 75.

Colormaps that are monotonically uniform in luminance
are widely recommended for use as a visualization dimen-
sion. A simple method for generating such colormaps with-
out the need to calibrate the display, but with user partici-
pation, was developed, the “Which Blair Project”69. A black
and white photograph of a face is colored with the colormap
to be tested, and presented to the user. Because humans are
very sensitive to faces, they can easily tell if such a colormap
is increasing in luminance or not, by judging how natural the
image looks.

Based on this idea, a system for face-based colormap
generation40 was developed, which uses two binary images
of a face (one the inversion of the other) to generate percep-
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tually uniform colormaps on any display. The comparison of
the two faces is intuitive and quick

8.2. Application-level studies

Different from low-level perception studies, application-
level studies are aimed at more complex visualizations and
interaction with a system. Such studies are much more diffi-
cult to do than low-level studies, but have the advantage of
being directly applicable to the complete application, with-
out the danger of other effects interfering with the desired
ones. Studies can be done to compare a method to another
one, or to find out how users work with a method and what
could be improved.

A large user study (with 83 participants) of different visu-
alization applications (Eureka, InfoZoom65, Spotfire1) was
performed43 to compare how quickly users could solve dif-
ferent tasks with them. Not surprisingly, different tools were
better for different types of tasks. For example, for tasks
where it was necessary to ascertain the existance of a cor-
relation between two variables, users found Spotfire’s de-
fault visualization of a scatterplot very useful, while Info-
Zoom users had difficulty seeing correlations due to some
misunderstandings of how to manage the interface. On the
other hand, a task that involved finding the answer to a ques-
tion about the proportion of cases with a particular attribute
found that InfoZoom users obtained the result much faster
than either Eureka or Spotfire users, because a simple com-
bination of interactions leads directly to the answer, while
Spotfire users first had to determine the appropriate visual
represenation. Eureka users had other, different issues in-
volving being able to backtrack easily from mistakes. The
point seems to be that the more “natural" a particular task is
for a particular interface, the more easily a user will perform
it. Thus the issue is not that an visualization systemcando
any particular task, but whether a user will be able to quickly
find and apply the appropriate tool.

An evaluation of cone trees17 showed that while users
liked cone trees (because of their appearance and inter-
action), they were significantly slower when navigating
through cone trees than when using a more traditional 2D
visualization.

Another study of different tree visualization methods4

showed that different visualizations scored very differently
for certain tasks – a result similar to the study done for
SpaceTree64.

A study of an implementation of the reorderable matrix73

was done to discover usage patterns and possible improve-
ments of the method. The results include some interesting
ideas for new interactions (such as moving groups of rows
and columns, not just single ones), as well as different strate-
gies when comparing data rows and columns.

The effect of animation on building a mental map was in-
vestigated in another study10, which used family trees that

the users had to memorize from only seeing a zoomed-in
version that they could pan. Interestingly, only the recon-
struction of the whole tree was aided significantly by ani-
mation, not the answers to specific questions. The high level
of dissatisfaction of users with the task also showed that not
providing an overview of the whole data makes the user ex-
tremely uncomfortable.

8.3. 2D vs. 3D

The question as to whether 2D or 3D visualizations are more
useful was investigated in a number of studies. While 3D
theoretically provides more space and enables the user to
make use of his or her spatial memory, it brings with it prob-
lems such as depth perception and occlusion.

One study53 tested participants’ capability to perceive the
space around them as “Euclidian”, i.e., to estimate sizes
equally well in all directions, including the one pointing
away from them. They were shown (physical) objects at a
relatively flat angle, and had to point to the 2D shape that
matched them. The result was a high error in the perceived
shape. Even when a comparison object (which was the same
in all cases) was presented, accuracy did not improve signif-
icantly. The results of this study very clearly show the possi-
ble problems with 3D visualization methods, which restrict
what can be done in practice. This does not mean that 3D
could not be used in InfoVis at all, however.

The Data Mountain66, is a user interface for storing and
retrieving documents on a tilted 2D plane. Documents can
be moved in two dimensions on the plane, and thus be ar-
ranged from back to front and in groups. An initial study
showed that this method was clearly superior to simple lists
(like bookmarks or favorites). Another study18 later com-
pared this method to a version that had fewer depth cues (no
tilted plane, no perspective projection). Interestingly, no sig-
nificant differences were found in retrieval time between the
interfaces, not even when the display got cluttered by many
objects (where the authors had expected the 3D version to be
clearly superior).

Similar techniques were implemented and tested against
real-world interfaces made from steel frames and fishing
lines, where little printouts of web pages could be placed19.
To interact with pages in the real world, study participants
pointed at them with a laser pointer, and told the experi-
menter where to put them. The results of this study showed
a decrease in performance and subjective assessment of ef-
fectiveness from 2D to 3D. It also turned out that occlusion
in 3D was less a problem than the subjects forgetting page
locations in 3D; and also the gained flexibility, which led to
less efficiency.

A different study80 came to the conclusion that 3D can
indeed increase performance for special tasks, in this case
memorizing the structure and contents of a small tree. The
2D display was a display similar to the Windows Explorer,
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while the 3D version showed the depth structure of the tree
as the distance of the objects from the screen, and presented
the information on vertical “cards” which did not overlap.
The choice of visualization (no overlapping objects) and task
make it questionable, however, if the results can be general-
ized.

The question of whether to use 2D or 3D is quite a crucial
one, that will need many more studies to gain more insight
and concrete recommendations what to use for which appli-
cation.

9. The Future of Information Visualization

Even though InfoVis can still be considered to be in its in-
fancy, with many directions being tried out and completely
new directions evolving, there are a few things that we con-
sider very likely to happen in InfoVis in the next years.

Visualizing large amounts of data will be an issue in the
near future, and this will mean not only fast rendering, but
also new and improved interaction to work with such vast
amounts of data. Given that screen sizes will most probably
not grow significantly in the next years, working with more
data points than pixels on the screen will require good mech-
anisms to orient the user, filter data, and present it succinctly.

More interaction and putting the user more into the center
of InfoVis methods (e.g.,by developing methods based on
knowledge from psychology and testing them in user stud-
ies) will be necessary. Different visualizations will need to
be integrated seamlessly, so the user can easily switch, de-
pending on the task that needs to be done.

Also very simple interactions like undoing actions, back-
tracking to a certain point, etc., will be very important for
InfoVis applications that are used by a large number of peo-
ple. Ways of saving and loading settings for views, brushes,
etc., will be important for users who are not interested in In-
foVis as such, but in using it as a vehicle to work with their
data. Providing such simple services will make a big differ-
ence for their everyday work with InfoVis systems.

InfoVis as a secondary task is also a very promising direc-
tion. InfoVis will only become common to many people if it
is a simple but useful part of a larger system, that makes deal-
ing with information easier. For this, methods are needed
that are simple enough to be immediately understood, and
that can also inform the user about data in a non-distracting
way.

An open question is how to determine the most relevant
uses of visualization. For example, visualization can clearly
be used to see correlations between variables in data. How-
ever, statistical techniques of long standing may also be
used, and can arguably find more subtle correlations, and
in addition give a more rigorous measure of significance.
Thus it is important to be clear on when visualization adds
value, and when there are better techniques to use. It would

seem that in order to be most useful, the user must be able to
quickly and easily make a variety of comparisons and inves-
tigations that would otherwise be tedious or difficult to do
algorithmically. Clearly, visualization is of most use when
the user discovers something that he or she was not already
looking for (for otherwise an algorithmic technique would
be applied). Thus ease of use and flexibility is of paramount
importance.
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