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Abstract
Modern image sensors are becoming more and more flexible in the way an image is captured. In this paper, we
focus on sensors that allow the per pixel gain to be varied over the sensor and develop a new technique for
efficient and accurate reconstruction of high dynamic range (HDR) images based on such input data. Our method
estimates the radiant power at each output pixel using a sampling operation which performs color interpolation,
re-sampling, noise reduction and HDR-reconstruction in a single step. The reconstruction filter uses a sensor
noise model to weight the input pixel samples according to their variances. Our algorithm works in only a small
spatial neighbourhood around each pixel and lends itself to efficient implementation in hardware. To demonstrate
the utility of our approach we show example HDR-images reconstructed from raw sensor data captured using
off-the shelf consumer hardware which allows for two different gain settings for different rows in the same image.
To analyse the accuracy of the algorithm, we also use synthetic images from a camera simulation software.

1. Introduction

For more than a decade High dynamic range imaging,
[DM97], has been a highly important tool in many appli-
cations areas. However, the users of HDR-imaging have un-
til now mainly been researchers or other expert practition-
ers. The main reason for this is that traditionally HDR cap-
ture has been difficult as it requires either the capture of
multiple exposures of the same scene or specialized and
expensive camera systems. A key challenge is therefore to
develop hardware, software and methodology that enables
HDR-imaging to reach also everyday consumers. An en-
abling factor in solving this problem is the rapid develop-
ment of cameras and sensors. Over the last years, we have
seen a significant increase in the computational power on-
board the cameras as well as a higher degree of control over
the actual sensors. This produces a much higher freedom in
the way we capture and reconstruct images; even with con-
sumer cameras.

In this paper, we exploit this flexibility and present an al-
gorithm for HDR-image reconstruction based on a single
input image where the pixel gain is varied over the sen-
sor, [UG07, a1e13]. The analog pixel gain is proportional to
the ISO setting found on most cameras. The input to our al-
gorithm is a multi-gain RAW sensor image where color is
captured using a color filter array (CFA), e.g. a Bayer pat-
tern. Figure 1 illustrates how two different distributions of
per pixel gain settings are overlaid onto a raw CFA image.
A low gain setting leads to a high saturation threshold but a
lower signal to noise ratio compared to a high gain setting.

The goal of our algorithm is to, for each output pixel, fuse
the information from the different gain settings available

Figure 1: The figure Illustrates two example gain distribu-
tion patterns: (left) every second pair of rows have a higher
gain, and (middle) groups of 2×2 pixels have a higher gain..

within a small neighbourhood of input pixels as illustrated
in Figure 2. In this way, it is possible to maximize the satu-
ration threshold while maintaining low sensor noise in dark
parts of the image. To accurately take into account the vary-
ing noise properties in the image, we estimate the variance at
each pixel using a camera noise model (see Section 2). The
final HDR-estimate is carried out as a single sampling op-
eration which simultaneously performs: re-sampling, color
interpolation, noise reduction, and HDR-fusion.

In comparison to multiple exposure techniques [DM97,
SKY∗12, UGOJ04], our method has the advantage of op-
erating on a single image instead of a time-multiplexed se-
quence. This means that the capture is easier and that ghost-
ing artifacts from camera or scene motion are not a prob-
lem. Similarly to other techniques based on the idea of spa-
tial multiplexing, e.g. using filters with different transmit-
tance [NM00, NN02], there is a tradeoff between how the
different gain settings are distributed over the sensor and the
output resolution. We show, however, that our algorithm is
capable of reconstructing full resolution HDR output with
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high accuracy. This is due to the noise aware adaptive filter
kernel used in the reconstruction.

Our algorithm is inspired by [KGBU13] who used a sim-
ilar sampling scheme to reconstruct HDR images captured
using camera systems with multiple sensors (equipped with
different natural density filters). Here, we extend this idea to
instead operate on single CFA images with spatially vary-
ing gain. We also show how the technique can be used
with consumer cameras instead of custom built multi-sensor
systems. As our experimental platform we use Canon 5D
Mark III cameras running the Magic Lantern firmware with
the recent dual ISO module [a1e13]. This enables two dif-
ferent gain settings to be used simultaneously for different
pixel rows. Using a camera simulation framework, we also
evaluate other gain distributions possible with Bayer pattern
CFAs. The result is a robust and efficient reconstruction al-
gorithm that can be run in parallel in hardware.

2. Radiometric Calibration

The first step in our HDR-fusion is to transform each pixel
value to a common radiometric space. In this space the
pixel response, fi, at location i corresponds to the number
of photo-induced electrons collected per unit time. The pixel
values are transformed using a radiometric model inspired
by [ADGM13, KGBU13, KGB∗13], where non-saturated
pixel values are modeled as realizations of a random vari-
able Yi with distribution

Y ∼N (giait fi +µR,g2
i ait fi +σ

2
R(gi)) (1)

where gi is the pixel gain, ai is the pixel non-uniformity, t
is exposure time and µR and σ

2
R are the readout noise mean

and standard deviation. The readout noise variance generally
depends on the gain setting used. Previous work [HDF10,
KGBU13] have used simplistic parametric models to de-
scribe how the readout noise varies with different gain set-
tings. However, we have found that such models cannot ac-
curately describe this dependence for modern camera sen-
sors. To handle sensors with varying gain we instead cali-
brate the readout noise standard deviation, σ

2
R(g) for each

gain/ISO setting individually.

A raw digital value, yi, is transformed to an estimate of
the irradiance at the pixel as

f̂i =
yi−µR

giait
(2)

The variance of f̂i is in turn estimated as

σ
2
f i =

g2
i ait f̂i +σ

2
R(gi)

g2
i a2

i t2 (3)

For an in-depth overview of this radiometric camera model
we refer the reader to [ADGM13, KGBU13, KGB∗13].

The per pixel non-uniformity, ai, can be estimated using
a flat field image. For this paper, however, we have simply
assumed the per pixel uniformity to be constant for all pix-
els. The mean and variance of the readout noise, µR,σ2

R can

Figure 2: Unified reconstruction exemplified for the green
color channel. To reconstruct the HDR pixel (orange star),
radiometrically calibrated samples in the neighborhood
(red) are fitted to a local polynomial model taking into ac-
count the noise of the individual samples.

be estimated from a set of black images, captured so that
no light reaches the sensor. The sensor gain, gs, can be cali-
brated using the relation,

gi =
Var [yi]−σ

2
R

E[yi]−µR
(4)

3. Unified Reconstruction

To estimate an HDR pixel z j at a location Xj, the observed
samples f̂i(Xi) in a local neighborhood around the pixel are
fitted to a local polynomial model, see Figure 2. Assuming
that the radiant power f (x) is a smooth function in a local
neighborhood around the output location Xj , for each color
channel, an M-th order Taylor series expansion is used to
predict the radiant power at a point Xi close to Xj, as:

f̃ (Xi) = C0 +C1(Xi−Xj)

+C2tril{(Xi−Xj)(Xi−Xj)
T }+ ... (5)

where tril lexicographically vectorizes the lower triangular
part of a symmetric matrix and where

C0 = f (Xj) (6)

C1 =∇ f (Xj) =
[

∂ f (Xj)
∂x1

,
∂ f (Xj)

∂x2

]
(7)

C2 =
1
2

[
∂

2 f (Xj)
∂x2

1
,2

∂
2 f (Xj)
∂x1∂x2

,
∂

2 f (Xj)
∂x2

2

]
(8)

Given the fitted polynomial coefficients, C1:M , we can pre-
dict the radiant power at the output location Xj by C0 =
f (Xj), and the first order gradients by C1.

To estimate the coefficients we maximize a localized like-
lihood function defined using a Gaussian smoothing window
centered around Xj:

WH(Xk) =
1

2πdet(H)
exp
{
− (Xk−Xj)

T H−1(Xk−Xj)
}
(9)

where H is a 2× 2 smoothing matrix that determines the
shape and size of the window. The polynomial coefficients,
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C̃, maximizing the localized likelihood function is found by
the weighted least squares estimate

C̃ = argmax
C∈RM

(L(Xj,C))

= (ΦTWΦ)−1
Φ

TW f̄ (10)

where

f̄ = [ f̂1(X1), f̂2(X2), ... f̂N(XN)]T Xi ∈ supp
(
WH(X)

)
}

W = diag[
WH(X1)

σ̂ f1

,
WH(X2)

σ̂ f2

, ...,
WH(XK)

σ̂ fK

]

Φ =


1 (X1−Xj) trilT {(X1−Xj)(X1−Xj)T } ...

1 (X2−Xj) trilT {(X2−Xj)(X2−Xj)T } ...
...

...
...

...
1 (XK −Xj) trilT {(XK −Xj)(XK −Xj)T } ...


The expected mean square error of the reconstructed im-

age depends on a trade-off between bias and variance of
the estimate. This trade-off is determined by: the order of
the polynomial basis M, the window function W , and the
smoothing matrix H.

Using a piecewise constant polynomial, M = 0, the es-
timator corresponds to an ordinary locally weighted aver-
age of neighbouring pixels and is thus very fast to compute.
Using M = 0 may, however, introduce asymmetries in the
number of available samples around areas of sensor satura-
tion and at image border. This bias may introduce artifacts
in these locations. By instead fitting a linear polynomial (a
plane, M = 1), the bias can be reduced significantly. Intro-
ducing higher order polynomials is possible, but may lead to
increased variance in the estimates.

The shape of the Gaussian is determined by the smoothing
matrix, H. Here, we use H = hI, where h is a global scale
parameter and I is the identity matrix. This corresponds to
an isotropic filter support. The choice of h depends on the
sensor noise characteristics and the scene, and is therefore
treated as a user parameter. A large scale parameter h will
introduce a low-pass filtering effect and reduce noise and a
small h will create sharper images. For Bayer patterns, we
set h separately for the green and red/blue color channels,
hG = hR,B√

2
, to reflect the higher number of green samples per

unit area.

4. Results and Discussion

As a result of our method, we show a set of reconstructed
images for different input data as well as different gain/ISO
patterns which has been discussed in section 1. The in-
put data consists of the real data captured with Canon 5D
Mark III running Magic Lantern’s module "Dual-ISO" and
also synthetic data that is generated using a camera simula-
tion framework. The framework’s input is a noise free HDR
image and it generates raw sensor image for any camera,
given the calibration data produced by using the radiometric

model described in section 2. The noise free HDR-images
are reconstructed using carefully calibrated exposure brack-
ets captured 1 f-stop apart. Each exposure bracket is com-
puted as the average of 100 images with the same exposure
settings.

Real data - The data was captured using an ISO setting of
100 and 800 for each second row, as shown in the left patten
of Figure 1. In Figure 4 we compare our reconstructed result
to the original "Dual-ISO" reconstruction software [a1e13].
The figure to the left displays the original image recon-
structed from alternating ISO100 and ISO800 for every sec-
ond pair of pixel rows. The cutouts shows the raw data, our
method using input data alternating ISO100 and ISO800, our
method using input data alternating ISO100 and ISO1600,
and a comparison to the original Dual-ISO method. Using
ISO100 and ISO800 extends the dynamic range of the cam-
era with 3 f-stops and using ISO100 and ISO1600 extends
the dynamic range of the camera with 4 f-stops. Taking into
account that the noise level of the 14bit sensor lies around
3 bits, our method extends the working dynamic range of
the camera upto 14 to 15 f-stops using these settings. The
original Dual-ISO method includes several filtering steps in
a very heuristic way making it difficult to control. Specif-
ically, poor reconstruction quality is evident in the regions
of high specularity as shown in the cutouts of Figure 4. On
the contrary, our method is able to reconstruct such high fre-
quency reflections.

Simulated data - We have also considered other gain pat-
terns using simulated data generated from a camera simu-
lation framework. Figure 4 displays a comparison between
the two patterns shown in Figure 1. The left image in 4
corresponds to the left pattern in 1 and vice versa. As the
result demonstrates both patterns produce quite similar im-
ages, however the diffrence can be found around edges and
highlight regions. The zoom images of Figure 4 shows that
the square pattern (right) tends to produce more accurate re-
sults.

5. Conclusion and Future work

This paper presented a novel technique for reconstruction
of HDR-images from single raw CFA images with spatially
varying per pixel gain. Using a radiometric camera model,
the algorithm performs a sampling operation which includes
color interpolation, noise reduction and HDR-fusion in a sin-
gle unified step. Our experiments show that our method can
be readily used with consumer cameras, and that it produces
highly accurate results. However using isotropic filter kernel
can introduce blur and color artifacts in the result. As a solu-
tion to this problem, we would like to incorporate anisotropic
filter kernels for improved color interpolation and overall
image quality which has been left for future works.
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Figure 3: Reconstructed HDR images based on real data from a Canon 5D Mark III running Magic Lantern alternating iso
readout. (a) The full image reconstructed by our method using ISO100 alternating with ISO800 using the pattern in Figure 1
(left). (b) The full image reconstructed by DualISO method using ISO100 alternating with ISO800 using the pattern in Figure 1
(left). The cutouts shows (from left to right) the raw input, the DualISO method for ISO100-800, our method for ISO100-800,
our method for ISO100-1600

Figure 4: The image displays the same raw data recon-
structed using the two gains patterns displayed in Figure 1.
The images are of full resolution and are best viewed zoomed
in to display individual pixels.

Linköping University Center for Industrial Information
Technology (CENIIT), and the Swedish Research Council
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