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Abstract
Spectral rendering takes the full visible spectrum into account when calculating light-surface interaction and can
overcome the well-known deficiencies of rendering with tristimulus color models. We present a variant of the pre-
computed radiance transfer algorithm that is tailored towards real-time spectral rendering on modern graphics
hardware. Our method renders diffuse, self-shadowing objects with spatially varying spectral reflectance prop-
erties under distant, dynamic, full-spectral illumination. To achieve real-time frame rates and practical memory
requirements we split the light transfer function into an achromatic part that varies per vertex and a wavelength-
dependent part that represents a spectral albedo texture map. As an additional optimization, we project reflectance
and illuminant spectra into an orthonormal basis. One area of application for our research is virtual design ap-
plications that require relighting objects with high color fidelity at interactive frame rates.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism—Color, shading, shadowing, and texture

1. Introduction

Spectral rendering, i.e. lighting calculations that take the
full visible spectrum into account, can be used to overcome
the well-known deficiencies of rendering with tristimulus
color models when it comes to accurate color reproduc-
tion [RP98]. Most work on the topic has been carried out
with offline renderers in mind, but the larger accuracy of
spectral rendering can also improve the results of real-time
rendering approaches based on hardware-accelerated raster-
ization.

In this paper, we adapt the well-known precomputed radi-
ance transfer (PRT) algorithm [SKS02] to real-time spectral
rendering. Existing real-time spectral rendering methods as-
sume a simple lighting environment, usually consisting only
of a few directional-, point-, or spotlights. Established PRT
methods, on the other hand, are able to handle complex light-
ing environments in real-time, but carry out their calcula-
tions in a RGB color space, which negatively affects color
reproduction. Our approach combines both worlds and ren-
ders diffuse, self-shadowing objects with spatially varying
spectral reflectance properties under distant, dynamic, full-
spectral illumination.

The key idea of our method is to project the data into two
orthonormal bases, one for the spectral domain and one for
the directional domain. With this compression scheme, the
spectral reflection calculation can be approximated by two
dot products of coefficient vectors. This computation can be
carried out efficiently in shader programs on programmable
graphics hardware. As an optimization, we split the light
transfer function into an achromatic part that varies per ver-
tex and a wavelength-dependent part that represents a spec-
tral albedo texture map. This ensures real-time frame rates
and moderate memory requirements, but limits us to diffuse
objects with self-shadowing (i.e. no interreflections).

The primary motivation for our work is to improve color
correctness in the rendering pipeline of interactive virtual de-
sign applications. Such systems often run on desktop graph-
ics hardware or even on mobile devices. Rendering tech-
niques for these applications require high color fidelity as
well as interactive frame rates. We show that our method can
significantly improve color reproduction in rendered images
when compared to RGB rendering. A performance penalty
arises from storing and processing spectral data, but it is tol-
erable for most applications.
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2. Related Work

Our work combines PRT and spectral rendering. We briefly
review related work in these fields and denote its relevance
to our paper.

Sloan et al. [SKS02] coined the term precomputed radi-
ance transfer. The key innovation was to represent the ra-
diance transfer function on geometry meshes as spherical
harmonics coefficients and combine it at runtime with en-
vironment lighting in the same representation. Our work is
directly based on this paper. For a review of more recent PRT
methods we refer to [Ram09].

Point sampling spectra is seldom practical for spectral
rendering because of the high sampling costs incurred. We
use the approach taken by Peercy [Pee93] to compactly rep-
resent spectra. This method uses characteristic vector anal-
ysis to select a set of fixed orthonormal basis functions that
can efficiently represent all spectral power distributions in a
scene.

Spectral rendering is primarily used in offline render-
ing systems, and little research has been done on how to
implement spectral reflection calculations in the context
of real-time rendering. One early contribution is Johnson
and Fairchild’s work [JF99]. They extended the OpenGL
pipeline to perform reflection calculations per wavelength
and to interactively simulate fluorescence. They focus on
faithful color reproduction like we do, but they are limited
to OpenGL’s simple point/spot/directional light sources.

Ward et al. introduced spectral prefiltering to im-
prove the color reproduction in RGB-based rendering
pipelines [WEV02]. With this method all material spectra
are premultiplied by a dominant light source spectrum of
the scene and projected into a tristimulus color space. Then
the dominant sources are replaced by white sources of equal
intensity and sources with different spectra are modified to
account for the prefiltering. The resulting light and material
colors can be used in any tristimulus renderer without further
overhead, making the method well suited for real-time ren-
dering. Unfortunately, the method requires a scene-specific
preprocessing step and needs a dominant light source spec-
trum in the scene. If light sources that deviate from this
dominant spectrum are present, the accuracy of the method
declines, because reflection calculations are not really car-
ried out with spectra. In contrast, our method allows for free
recombination of objects and illumination settings without
the need for a combination-specific preprocessing. As a true
spectral rendering method it has also higher rendering costs.

More recently, Duvenhage developed a pipeline for spec-
tral rendering on programmable graphics hardware [Duv06].
The pipeline is based on a manually factored representa-
tion of the BTF into a component that varies only with
surface parameterization and a component that models a
low-resolution spectral BRDF. Compared to their system,
we cannot handle non-diffuse BRDFs. On the other hand,

we support spectral albedo texture maps, complex self-
shadowing geometry, and spectral environment map light-
ing.

Lindsay et al. render interference effects by precalculat-
ing the view-dependent spectral surface response of surfaces
to hemisphere lighting in terms of a spherical harmonic ba-
sis [LA05]. Their approach is similar to ours, but we focus
on faithful color reproduction with spectral albedo maps.
Hence we employ a different spectral representation. Our
response is diffuse, which allows us to let it vary with high
frequency over the surface (per texel) and specify only a low-
frequency achromatic transfer vector (per vertex). Their re-
sponse is view-dependent but needs a full spectral transfer
vector.

3. Our Approach

3.1. Foundations

The foundation of our method is the local reflectance inte-
gral, explicitly formulated with spectral quantities:

Lo(ωo,λ) =
∫
H(n)

fr(ωi,ωo,λ)Li(ωi,λ)cosθidωi. (1)

This equation is defined for each surface point in a scene
and relates the outgoing spectral radiance Lo in direction
ωo to the incident spectral radiance Li from direction ωi.
H(n) is the Hemisphere defined by the surface normal n.
We make two simplifications. Firstly, we consider only per-
fectly diffuse surfaces, so fr(ωi,ωo,λ) = fr(λ). Secondly,
we only consider self-shadowing (no indirect light trans-
port) and distant environment map lighting. So Li(ωi,λ) =
Le(ωi,λ)V (ωi), where Le is the spectral radiance stored in
the environment map and V is the visibility function defined
for each surface point and direction. This yields:

Lo(λ) = fr(λ)
∫
H(n)

Le(ωi,λ)V (ωi)cosθidωi. (2)

Note that in general this approach results in a more accurate
color reproduction because the local reflectance is evaluated
with spectral quantities instead of colors. Also, in general,
this is more accurate than spectral prefiltering if the individ-
ual light samples deviate from the dominant spectrum used
in the prefiltering step.

After the reflected spectral radiance arriving at a pixel is
calculated, it can safely be converted into a CIE XYZ [Int09]
color for further processing:

Mo =
∫ 700nm

400nm
Lo(λ)m(λ)dλ. (3)

This equation is applied to each color component Mo ∈
{X ,Y,Z} using the corresponding color matching function
m ∈ {x,y,z}.

After the CIE XYZ color has been computed, one has to
be careful in order not to jeopardize the increased accuracy
of the spectral reflection calculation during post processing.
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In our system, we simulate chromatic adaption (white bal-
ance) using the Bradford transform to relate the white point
of the rendered scene to the viewing conditions of the dis-
play [FS00]. For the images in this paper we used the D65
white point of sRGB. Then we convert the XYZ colors to
linearized sRGB space, apply a sigmoid tone mapping oper-
ator, and correct for the display’s gamma curve.

3.2. Basis for spectral domain

Point sampling the spectral domain to approximate the inte-
gral in Equation (3) can be very expensive in the presence
of spiky spectra that demand a high sampling rate. We have
evaluated several compression methods for spectral data and
found the approach taken by Peercy [Pee93] to be best suited
for our algorithm. Peercy’s Linear Model tries to find an op-
timal (in terms of RMS-error) finite-dimensional orthonor-
mal basis for a given set of spectra. To compute this basis,
we sparsely sample the contents of all spectral reflectance
maps in a scene and all potential environment maps and as-
semble these spectra into the columns of a matrix. The ba-
sis vectors are found by performing an SVD of this matrix.
As was observed by Peercy, few basis vectors are usually
needed to accurately represent the spectra. Even under diffi-
cult lighting conditions, e.g. with the CIE F-series that have
very spiky spectra, we didn’t need more than 8 coefficients
to get a result indistinguishable from 5nm point sampling
with our test cases.

3.3. Basis for directional domain

In the directional domain we restrict ourselves to low-
frequency lighting environments. Therefore the spherical
harmonics basis [SKS02] can be used. However, we would
like to point out that the derivations in the following section
only require the basis to be orthonormal, so in other scenar-
ios another basis can be used (e.g. an orthonormal Wavelet-
basis on the sphere).

3.4. Spectral radiance transfer

Our goal is to approximate Equation (3). By expanding Lo
according to Equation (2), setting R(λ) = fr(λ)m(λ) (i.e.
premultiplying the albedo by the color matching functions),
and introducing the transfer function T (ωi) = V (ωi)cosθi
we get:

Mo =
∫ 700nm

400nm
R(λ)

∫
H(n)

L(ωi,λ)T (ωi)dωidλ. (4)

R and L are projected into the spectral basis φi(λ):

R(λ)≈
m

∑
i

R̂iφi(λ), L(ωi,λ)≈
m

∑
j

L̂ j(ωi)φ j(λ).

T and the L̂ j are projected into the directional basis ψi(ω):

T (ω)≈
n

∑
k

T̃kψk(ω), L(ω,λ)≈
m

∑
j

n

∑
l

L̃ jlφ j(λ)ψl(ω).

By replacing R, T , and L in Equation (4) with their ap-
proximations and using the fact that the basis functions are
orthonormal in their domains we obtain:

Mo ≈
m

∑
j

n

∑
k

R̂ jL̃ jkT̃k =
m

∑
j

R̂ j

(
n

∑
k

L̃ jkT̃k

)
. (5)

This equation can be evaluated efficiently on pro-
grammable graphics hardware. The achromatic transfer vec-
tor T̃ is stored per vertex, just like in classical PRT. R̃ is
stored in an texture array with m layers. Note that each en-
try for R̂ has three components, one for each color matching
function that it was premultiplied by; they are stored in the
RGB channels. Finally, L̃ is passed to the shader as a con-
stant array of size n×m. The inner sum in Equation (5) is
computed in the vertex shader. This yields the spectral ir-
radiance Ê per vertex in our spectral basis. In the fragment
shader, we compute the inner product (Ê.R̂) for each color
matching function, which gives the reflected spectral radi-
ance projected into CIE XYZ. The orthonormality of the
spectral basis allows us to combine the calculation of the
reflected spectral radiance and the projection into the color
space into a single inner product.

4. Results

For the renderings in this paper, we generated spectral en-
vironment maps for the CIE standard illuminants. We used
8 characteristic vectors as basis for the spectral domain and
the first five bands of spherical harmonics for the directional
domain. All images were taken using the 1931 CIE 2◦ ob-
server.

Figure 1 shows a replication of the METACOW [FJ04]
image rendered with our spectral PRT method. The left half
of each cow has the spectral reflectance of the GretagMac-
beth Color Checker chart [Mun09], while the right half is a
metameric black that has been calculated to maximize color
difference under Illuminant A. For the rendering we simply
mapped a spectral albedo map onto a plane. Note how the
spectra are metamers under illuminant D65, but resolve to
different colors when viewed under illuminant A and illu-
minant F2. Naive RGB rendering is not able to capture this
effect and would render all objects in the same color.

Figure 2 shows a comparison of our technique with a clas-
sical RGB-PRT rendering. The spectral albedo map con-
tains the 24 spectra of the GretagMacbeth ColorChecker
chart. The illuminant is F4. The error is plotted using the
CIE94 color difference model [MS95]. Even with these rel-
atively smooth reflection spectra color reproduction is poor
with RGB rendering for saturated colors under a spiky light
source spectrum.

Compared to RGB-PRT our method has an overhead on
CPU and GPU proportional to the number of basis functions
used for the spectral domain. In practice, our method was
2-4 times slower than regular RGB-PRT. The exact factor
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Figure 1: A replication of the Metacow image rendered with our spectral PRT method. Left: Illuminant D65, center: Illuminant
A, right: Illuminant F2. RGB rendering would not resolve the metamers under illuminants A and F2.

Figure 2: A model mapped with the patches of the Macbeth ColorChecker under illuminant F4. Center: Reference solution
(5nm point sampling). To the right: Our spectral rendering method and CIE94 ∆E∗94 difference to reference. To the left: RGB
rendering and difference to reference. A ∆E∗94 under 2 contains an almost unseeable color variance, a ∆E∗94 of 5 is clearly
noticeable, but the two colors are still similar, a ∆E∗94 above 5 is seldom tolerated.

depends on the characteristics of the scenario. The model in
Figure 2 was rendered at 580 Hz with Spectral PRT and at
1305 Hz with RGB-PRT.

5. Conclusion and Future Work

We presented a PRT algorithm for real-time, full-spectral
rendering on modern GPUs and showed that the method can
significantly improve color reproduction in rendered images
at reasonable costs.

The current implementation has two restrictions that we
want to address with future work. Firstly, we would like
to include multiple light bounces to maintain accuracy dur-
ing interreflections. Secondly, we are working on integrating
support for glossy BRDFs into our system.
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