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Abstract
This paper addresses the use of VR to facilitate design tasks in the early stages of a product design process. A
preliminary exploratory study, involving over thirty interviews amongst four industrial partners, revealed only few
occurrences of VR being used in the early stages of design. While the potential benefits of the applications are
generally acknowledged, product designers lack the appropriate design tools that allow them to quickly and eas-
ily create the application. The research presented in this paper applies user-centred design principles to identify
requirements for useful, usable and accessible VR design tools. The primary challenge in gathering such require-
ments is the lack of experience product designers generally have with VR technologies; product designers can
not provide reliable requirements for tools they have never seen or used. We present a sequence of three concrete
steps that provide product designers with sufficient information to express tool requirements, without developing
extensive prototypes. The three methods have been developed and applied in an industrial case study, as part of a
larger research project. The paper outlines this research context, the three methods and the lessons learned from
the case study.

Categories and Subject Descriptors (according to ACM CCS): I.3.6 [Computer Graphics]: Methodology and
Techniques—Ergonomics

Keywords: User Studies and Evaluation, Product Design

1. Introduction

The product development process (PDP) generally involves
a sequence of gathering requirements, conceptual design,
engineering and finally a market release. Especially dur-
ing early stages, feedback from product end-users provides
product designers with valuable information regarding us-
ability, functionality or aesthetics. A challenge inherent to
the early stage of the PDP however, is that end-users are
asked to provide feedback on a product concept that does
not exist yet. Tools such as sketches, mockups or functional
prototypes are used as boundary objects [AF00] to facilitate
this communication between designers and end-users.
Virtual Reality (VR) can extend this collection of early stage
prototyping tools, for instance when the real world situa-
tion is too dangerous [TvdVvH08], when an environment
needs to be controlled (e.g. in simulation and evaluation
[KBS∗01]) or when physical prototyping is too expensive or
simply not possible yet (e.g. virtual prototyping [VSH07],

[BKFT00]). However, a recent survey amongst design de-
partments from four different companies, conducted as part
of the current research, showed a very limited adoption of
VR in the PDP, let alone the early stages of the PDP (sec-
tion 2 elaborates on the results of this survey). While prod-
uct designers generally acknowledge the potential benefits
of applying VR in the early stages of the PDP, they consider
the tools needed to create these applications to be either too
complex, too task specific or not suitable for early stage de-
sign tasks.
In a series of three industrial case studies, of which the first
is presented in this paper, we apply User Centred Design
(UCD) methods to elicit relevant requirements from design-
ers regarding VR design tools. The main contribution of the
research is in showing how designers can explore various
VR technologies, experience them in a familiar context and
provide useful requirements without the researchers having
to create extensive software prototypes. The resulting re-
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quirements, once validated across the three industrial part-
ners, help with selecting appropriate tools from the existing
range of tools, with integrating individual tools, or with the
development of new tools.

2. Background

In a preliminary study a series of interviews (10 to 15 one-
hour interviews per company) and site visits was conducted
amongst four industrial partners involved in the current re-
search. The industrial partners include multinational manu-
facturers active in automotive design, machine design, con-
sumer electronics and office machinery design. The study
investigated the adoption of VR in (early stages of) the PDP
of these companies. The use of VR was found to be lim-
ited to one stereoscopic display and the use of CAD systems
in advanced stages of the PDP. While the applications of VR
were generally found useful (after explaining them verbally),
designers indicated that the tools needed to create those ap-
plications should be easy to use (designers are no computer
scientists), flexible (designers should be able to deploy VR
applications in various design cases) and compatible with
existing tool chains.
The findings of this preliminary study are similar to those
of a study carried out over fifteen years ago, investigating
the role of VR in integrated manufacturing [CDW95]. Here
interviews and demonstrations showed appreciation of po-
tential applications, but also doubts regarding the actual im-
plementation of the applications within the design process.
However, unlike fifteen years ago, doubts are no longer re-
lated to tool costs or computing power, but rather to tool us-
ability and flexibility.
When we look at VR development tools from a designers’
perspective (i.e. with a focus on usability and flexibility),
three issues can be identified. Firstly, a significant part of
the existing VR development tools consists of toolkits that
extend programming languages with VR specific functions.
An extensive review of such toolkits is provided in [WM09].
Well known examples include VR Juggler [BJH∗08], Open-
Tracker [RS01] and ARToolkit [Hir02]. While these toolk-
its provide an excellent research platform, they are by no
means usable by product designers who generally do not
have the skills nor the time to invest in such tools. Secondly,
user friendly alternatives such as ComposAR [WLBB09] or
DART [MGDB04] do provide a more accessible authoring
tool but reduce the tool’s flexibility (e.g. the range of ap-
plications). Thirdly, more flexible VR design suites, such as
VRED Professional or Dassault Systemes’ 3DVIA primarily
target later stages of the product development process such
as engineering and simulation.
Despite the increased availability and diversity of VR tools,
the lack of (awareness of) suitable tools still prevents de-
signers from actually implementing VR applications. Our
research therefore aims to determine whether the existing
tools can be modified or new tools should be developed to
better fit the needs, habits and capabilities of designers.

Figure 1: The research approach starts with a company-
wide VR demonstration session. Subsequent case studies fo-
cus on one company, and validate the case study results in
three cross-company evaluations. This paper covers the ini-
tial demonstration session and the first case study.

3. Approach

The approach presented in this section applies UCD prin-
ciples to elicit relevant information from designers. UCD
principles have succesfully been applied to VR application
development, for instance to improve usability or user inter-
actions [GHS99], [BGH02]. In our current work we apply
UCD principles to identify relevant tool requirements; what
tools do designers need to create a specific application for
use in their PDP? The VR application, though important,
merely serves as a frame of reference (i.e. a design task that
is to be supported by VR) for designers to express their re-
quirements. As such, the approach is comparable to the work
of [SR01], where the development of a case-specific VR ap-
plication is guided by UCD methods such as participatory
design sessions and user studies with low fidelity prototypes.
We intend to carry out a similar approach in three different
industrial case studies. One particular challenge raised in the
aforementioned work is time-consumption of UCD methods.
Our approach aims to demonstrate that UCD methods can be
carried out efficiently, even within industrial contexts.
The industrial context for this research is provided by three
of the four companies that were also involved in the prelim-
inary study. In a series of three sequential case studies we
identify 1) a VR application relevant for the company and
2) VR design tools that match the requirements of design-
ers. Each case study concludes with a cross-company eval-
uation and generalisation of the case study results prior to
proceeding to the next case study (see figure 1). The result-
ing insights help with improving existing tools, with creating
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new tools, or with merging existing tools, and consequently
increase the adoption of VR in the early stages of PDP.

4. Demonstration Session

The first step in our research consists of a VR demonstration
session. The session aims to create a shared understanding
of VR by demonstrating various design related VR applica-
tions. An important difference with related work [CDW95]
is the participation of four diverse companies and conse-
quently four diverse VR applications. These demonstrators
are relevant for the companies and span a significant part of
the VR spectrum (e.g. immersive VR, mixed reality, desktop
VR, etc.).

1. AR Factory Layout (D1) - This demonstrator uses AR to
configure and review factory layouts. The application was
designed to help machine designers with communicating
their designs to customers. The demonstrator consists of
simple 3D models of the company’s products rendered
and controlled in Blender [Ble11]. The scene objects are
connected to AR markers through ARToolkit [Hir02] (see
figure 2). Each marker contains a virtual model of a ma-
chine and also provides layered information, such as ma-
chine dimensions, machine input and output channels and
hazardous areas.

2. Virtual Usability Lab (D2) - This demonstration con-
sists of a 3D virtual office environment in which design-
ers can walk around and operate virtual office machin-
ery (e.g. printers, computers, etc.). The environment was
created using Blender’s game engine and projected on a
large screen to create a semi-immersive experience. De-
signers control a first person perspective using a keyboard
and mouse, and are able to carry out simple interactions
with machines.

3. Drive Simulator (D3) - An immersive drive simula-
tor available from [TvdVvH08], consisting of a physi-
cal car frame in front of a large semi-spherical screen,
was demonstrated. The drive simulator allows partici-
pants to configure their own drive support system (e.g.
lane change support, adaptive cruise control, etc.) and im-
mediately experience it in a traffic scenario. In addition
to this, the company also requested a demonstration of
motion tracking, which was implemented by putting the
driver in a motion tracking suit [Xse11] and showing the
output on a screen next to the simulator.

4. Virtual Playground (D4) - The fourth demonstrator con-
sists of a 3D interactive room, again created using the
Blender game engine, designed to evaluate lighting and
sound effects (e.g. real-time shadows, shading and am-
bient sounds). The layout of the room can be modified
by moving around tangible furniture models on a Surface
Table [Mic11], which was connected to the 3D environ-
ment. This provided lighting and sound designers with an
intuitive tangible interface to change and review the room
layout.

Figure 2: The AR factory layout demonstrator. Designers
move around tangible markers that represent machine con-
figurations in a factory. The setup uses regular webcam and
standard ARToolkit markers, connected to Blender game en-
gine models.

It should be noted that the aim of the above demonstra-
tors is to create awareness and a shared understanding of VR
amongst the participating companies. As the companies are
not yet involved with actually using or building these appli-
cations, traditional development tools (e.g. ARToolkit, and
game engines) are used to create the demonstrators.

4.1. Results

The demonstration session was held in a university VR fa-
cility and was scheduled to take one day. All four companies
were represented by at least four participants, including de-
signers, managers and researchers. The demonstrators were
introduced by explaining how they had been developed, and
how they were envisioned to fit the design process of the
companies. Participants were invited to try out the demon-
stration. Upon completion of each demonstration, a brief
round of discussion was held, and participants were asked
to fill out evaluation forms.
The demonstrations describe the use of formerly unknown
VR technologies in a design related context, such as con-
cept evaluation or idea generation. Because designers are
familiar with such contexts, it enables them to effectively re-
flect on the VR applications and consequently think of the
tools that would fit the application. Compared to the demon-
stration session described in [CDW95], the applications pre-
sented in the current session are less extensive; designers can
not really use the application, while in the aforementioned
work participants could actually try out the application in a
fictional test case. A benefit of the current work however is
that, despite the relatively superficial demonstrators, the va-
riety of applications and technologies triggers detailed dis-
cussions between companies, identifying potential opportu-
nities and bottlenecks in a very early stage of the research,
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Company D1 D2 D3 D4
Machine design 4.0 3.5 1.0 4.0
Office machinery 4.0 5.0 2.3 3.3
Automotive design 4.3 4.0 5.0 4.0
Consumer products 3.5 3.0 3.8 4.7

Table 1: Quantitative results of the demonstration session.
Demos (D1/D4) were rated between 1 (not useful) and 5
(very useful) by each company.

without major investments in application development.
Interactions between the participating companies are consid-
ered an important aspect of the demonstration session. Even
though each demonstrator was designed for a specific design
domain, participants were able to reflect on their company-
specific application as well as the applications demonstrated
for the other companies (see table 1). For example, the AR
factory layout demonstration that was created for the ma-
chine design domain was also appreciated by the office ma-
chinery designers who envisioned to use the setup for work-
flow visualisations in an office environment. Subsequently,
additional features for the application were proposed (e.g.
‘it should also support...‘) and participants described feasi-
ble use cases for the demonstrated applications (e.g. ‘we can
use this for...‘). As such, the session provides the participat-
ing companies with a broad view of opportunities and famil-
iarises them with translating technology opportunities into
something they can use themselves.

5. Group Workshop

Following the cross-company demonstration session, the re-
mainder of this paper describes results of the first company
specific case study. This case study involves participants
from the design department of a multinational manufacturer
of professional printers and copiers.
The first part of the case study aims to define a VR appli-
cation that facilitates early stages design tasks for this com-
pany. While the application shown during the demonstration
session was found useful, we do not intend to force the com-
pany in pursuing this direction only. Identifying an advan-
tageous VR application for the company should be a col-
laborative effort between the case study participants and the
researchers.
The group workshop described in this section facilitates the
exchange of domain expertise between product designers
(design process knowledge) and the researcher (knowledge
of VR technologies). The approach is inspired by partici-
patory design methods such as Inspiration Cards [HD06],
Pivots [UWZ∗02] and in particular the Future Technology
Workshop [VSR02]. The methods use tangible cards or arte-
facts to create and discuss future use scenarios. In our work-
shop we asked a group of designers to create future use sce-
narios in which VR technologies facilitate a specific design
task. Small cards, called frames, with visual representations

of design tasks and VR technologies were handed out to the
workshop participants. Three types of frames are used.

1. Regular frames - Representing generic activities and
events (e.g. meetings, presentations)

2. Technology frames - Representing the use of VR tech-
nologies (e.g. augmented reality, haptic devices, holo-
graphic displays, etc.)

3. Empty frames - Enable the participants to create custom
frames

By (re)arranging these frames scenarios can be created.
For instance, a participant can connect a brainstorm meeting
to a concept sketching frame, followed by a concept eval-
uation frame. The resulting scenario can be extended with
the technology frames, for instance by supporting the con-
cept evaluation task with virtual prototypes. The use of these
visual and tangible aids facilitates group discussions (every-
one can modify storyboards) and lowers the threshold to talk
about complex technologies because they are placed in a fa-
miliar context (e.g. a design-related scenario).

5.1. Results

The workshop was carried out with a group of twelve de-
signers and engineers from the design department, and took
about four hours to complete. The primary objective of the
workshop was to let the participants create and discuss use-
ful VR applications. The session involved the following
steps.

1. Present Example Storyboards (30 min.) - The re-
searcher first presented four example storyboards that
were prepared for the workshop. The four storyboards are
based on results of previous meetings and described four
basic situations where VR could be applied.

2. Create Individual Storyboards (60 min.) - Participants
were asked to create individual storyboards. These story-
boards could be based on the examples (e.g. by adding or
removing frames from the example storyboards) or cre-
ated from scratch, using existing frames or newly created
frames (see figure 3).

3. Present & Select Individual Storyboards (60 min.) -
After forming three groups of four participants, the in-
dividual storyboards were presented within the groups.
After discussing the storyboards, group storyboards were
to be created by merging individual storyboards or by se-
lecting a single one.

4. Create Group Storyboards (60 min.) - Each group was
then asked to elaborate their storyboards by specifying
the objectives, tasks, tools and people occurring in each
frame. Special cards were prepared to facilitate this step.

5. Present & Discuss Group Storyboards (30 min.) - As
with the individual storyboards, each group was asked
to present their storyboard, highlighting their vision on
the use of VR in the scenario. After presenting and dis-
cussing the storyboards, a final voting round concluded
the session.
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Three common themes emerged from the resulting story-
boards.

1. Augment evaluation environments - A problem with eval-
uating new printers and copiers with real-life clients is
that either a prototype is tested in a ’clinical’ test environ-
ment within the company, or an expensive prototype is to
be sent to the client for a ’field test’. With AR designers
could turn the clinical test environment into a more real-
istic use context, or augment the client’s use context with
a virtual prototype.

2. Visualise client data - Designers often visit client sites
to gather contextual data; information about workflows,
work habits, practical issues, etc. Propagating this knowl-
edge to fellow designers can be facilitated by visualising
the information in a virtual environment, envisioned as a
‘holo deck’ where designers can walk around and explore
the client’s workspace.

3. Support detailed design - In advanced stages of design,
engineers need to verify that all printer components fit
the machine, and that certain components are still ac-
cessible for maintenance by trained or untrained users.
In an early stage of design this could be done by letting
end-users work on a virtual printer, for instance through
head-mounted AR. Physical aspects, such as dimensions
or tolerances could be included through haptic devices.

After reviewing and discussing the themes with the work-
shop participants, it was decided to focus the case study on
the first application. Two storyboards describe this applica-
tion and help with identifying several application character-
istics. The purpose of the proposed application is to let prod-
uct end-users (who are involved as test subjects in early stage
product evaluations) feel ‘at home’ in the test environment;
instead of being in a clinical test room, it should feel like
they are working in a familiar workspace. Designers indicate
that they should be able to easily create and modify the test
environment, and to let the test user carry out certain tasks
with (virtual) future products.
The contribution of the workshop lies not in the novelty of
the application. Similar virtual review and evaluation ap-
plications have already been published [KBS∗01], [BD03]
and [BCCP09]. The workshop however allows us to review
such applications from the designer’s perspective. Designers
position the application in a logical sequence of design tasks,
and indicate how much time they would spend on it, which
relevant skills they have and how the application should co-
operate with other design tools.
While the workshop offers a time efficient and low-threshold
solution for technology exploration, it does not result in con-
crete application specifications. The storyboards describe
what should be achieved, but not how this should be done.
The next stage of the case study translates the application
outline into more concrete tool requirements.

Figure 3: An individual storyboard. This example shows
regular frames, empty frames (filled out by participant) and
technology frames. Most of the participant added text cap-
tions and arrows to clarify the storyboard.

6. Hands-on Workshop

The Hands-on Workshop described in this section facili-
tates the translation of application characteristics into tool
requirements. For example, when the application requires a
high level of realism, certain tools can be ruled out because
they do not support the specific level of realism, or exceed
the limited programming skills or time constraints imposed
by designers.
While there are numerous relevant application characteris-
tics, the following two are selected (in consultation with the
designers) because they are difficult to assess without expe-
riencing their effect on the application.

1. Level of realism - How does the level of realism affect
the outcomes of a concept evaluation in a virtual environ-
ment?

2. Level of virtuality - How does the type of virtual environ-
ment (e.g. mixed reality or fully virtual) affect the out-
comes of the concept evaluation?

In order to let designers experience the effects of chang-
ing these application characteristics, a virtual environment
was created by the researcher. In accordance with the appli-
cation outlined in the group workshop, this virtual environ-
ment provides a realistic ’printshop’ environment, in which
designers and test users can move around, interact with print-
ers and carry out product evaluations. To properly represent
the two application characteristics, the level of realism and
the level of virtuality are configurable.

• The level of realism can be high (HR) or low (LR).
The HR environment features textured 3D objects, real-
time shading, full 3D audio, and animated objects (e.g. a
printer tray can be opened). The LR environment features
simple shading, no textures, limited audio and no anima-
tions (e.g. printer tray status is communicated through a
simple icon).
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Figure 4: The hands-on workshop allowed participants to
experience the application with two different levels of real-
ism (the upper right and lower right pictures) and in two
levels of virtuality (the upper left and lower left pictures).

• The level of virtuality can be fully virtual (FV) or mixed
reality (MR). The FV environment consists of a 3D first
person walk-through environment, projected on a 3x2m
rear-projected screen. The designers operate the first per-
son perspective with keyboard and mouse. The MR en-
vironment is implemented on a tablet PC equipped with a
camera. Pointing the tablet on a visual marker will display
the corresponding 3D models on the tablet’s display.

Together these configurations allow for four different
virtual environments to be experienced; HR/FV, HR/MR,
LR/FV and LR/MR (see figure 4). To make the VR appli-
cation more concrete, the workshop featured a fictional use
case in which designers are to evaluate new product concepts
in the virtual environments.

6.1. Results

The hands-on workshop involved four designers who also
participated in the previous group workshop. The results of
this session are twofold.
Firstly, experiencing the four different environments helped
designers with refining application requirements. For exam-
ple, instead of simply requiring the highest level of realism,
it was found that reduced realism does not necessarily re-
duce the effectiveness of the application. Furthermore, the
fully virtual environment was considered more effective for
fully representing the use context. While the augmented re-
ality environment did allow for physical interactions (e.g.
walking around an object), it failed to keep the designers
‘immersed’ in the virtual environment. The fully virtual en-
vironment provided a more integral experience.
Secondly, insights regarding how to integrate the applica-
tions with the existing tool chain of the company emerged
during a concluding discussion. After experiencing the vir-
tual environments, the designers were introduced to the

tool chains used for creating the four different implemen-
tations. The tool chains comprise three tasks, namely Ge-
ometry Modeling (modeling 3D objects), Behaviour Model-
ing (adding interactivity to objects) and Scene Integration
(putting the objects in a 3D scene). Having experienced the
effects of these tool chain components on the VR applica-
tion, designers were able to identify integration opportuni-
ties and bottlenecks. For instance, the Geometry Modeling
task could be combined with a CAD database already avail-
able within the department. The Behaviour Modeling task,
which was expected to be a bottleneck for designers, turned
out to be similar to the function of one of the dedicated pro-
totypers (an expert on creating interactive GUI prototypes)
available within the department. For Scene Integration, de-
signers require an application that would simply allow them
to create an office environment, and import the appropriate
3D objects (e.g. furniture, office machinery, etc.) either from
the existing CAD databases, on-line resources or interactive
models provided by the prototyper.
The results of the hands-on session were used to finalise a
more detailed description of a tool chain that supports the en-
visioned VR application. The tool chain integrates with var-
ious resources from the existing tool chain, such as a model
database, and skills provided by the prototyper. A follow-
up project will further implement these findings within the
company.

7. Discussion & Future Work

The paper presents ongoing research addressing the intro-
duction of VR technologies in the early stages of a PDP.
Our preliminary study identified the limited availability and
awareness of suitable VR design tools as a bottleneck for
successfully deploying VR in this setting. The research aims
to determine whether existing tools can be modified to better
fit design contexts, or new tools should be developed.
We organised a demonstration session in which designers
from various design domains were introduced to different
VR applications. The inclusion of four different design do-
mains turned out beneficial for feeding discussions between
companies. Even with four relatively simple demonstrators,
designers were able to assess the applicability of the appli-
cations to their own PDP, but also to translate unfamiliar
applications into something they could deploy in their own
setting. Especially in such exploratory stages of research it
is interesting to see that low fidelity demonstrators, once
given a relevant (domain specific) context, provide sufficient
grounds for detailed discussions. Using low fidelity demon-
strators also prevents participants from being biased towards
one specific application (e.g. there is room for exploration
and design iterations).
In the subsequent company specific case study we again used
low fidelity participatory design methods to first let the com-
pany participants create a relevant use case for VR (the VR
application), and then identify requirements for the tools
needed to create this application. The group workshop fa-
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cilitated the collaborative effort of connecting technological
opportunities to relevant design cases. Without actually us-
ing or creating software, this session resulted in a clear out-
line of a desired VR application. To our knowledge this is the
first example of applying this method to the field of VR. It
should be noted that the context in which the workshop took
place (e.g. a design department) probably contributed to the
outcome; professionals in other fields may be less willing to
participate in such workshops. After experiencing the envi-
sioned application and discussing the required tool chains in
the hands-on workshop, designers became aware of formerly
unrelated resources, such as the CAD database and the pro-
totyping expert. Combining existing resources and making
designers aware of the resulting opportunities is considered
an important lesson for future case studies.
While the first cross-company evaluation is still due, the
study already skews interesting insights, mainly regarding
applying UCD in VR related research. The key finding, es-
pecially compared to [SR01], is that we demonstrate how
low-fidelity design steps (e.g. storyboards and simple proto-
types) provide sufficient grounds for eliciting requirements,
while remaining time efficient in an industrial setting. The
methods will be further refined for other industrial contexts
in the upcomming case studies.
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