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Figure 1: The small multiples view, detail view and comparison view of the multimodal and WIMP interfaces compared in our study.

Abstract
Mobile devices are increasingly being used in the workplace. The combination of touch, pen, and speech interaction with
mobile devices is considered particularly promising for a more natural experience. However, we do not yet know how everyday
work with multimodal data visualizations on a mobile device differs from working in the standard WIMP workplace setup.
To address this gap, we created a visualization system for social scientists, with a WIMP interface for desktop PCs, and a
multimodal interface for tablets. The system provides visualizations to explore spatio-temporal data with consistent WIMP and
multimodal interaction techniques. To investigate how the different combinations of devices and interaction modalities affect the
performance and experience of domain experts in a work setting, we conducted an experiment with 16 social scientists where
they carried out a series of tasks with both interfaces. Participants were significantly faster and slightly more accurate on the
WIMP interface. They solved the tasks with different strategies according to the interaction modalities available. The pen was
the most used and appreciated input modality. Most participants preferred the multimodal setup and could imagine using it at
work. We present our findings, together with their implications for the interaction design of data visualizations.
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1. Introduction

Nowadays people are using mobile devices more often than desk-
top computers to access the web [Bro21]. Mobile devices support
new interaction scenarios and more input modalities, which have
the potential to change the way we interact with data. They enable
direct manipulation through touch, are lightweight, and portable.
However, they also come with challenges, such as a small screen
size and less precision due to the “fat finger” problem. There-
fore, designing visualization systems for mobile devices has be-
come an increasingly important research goal [LIRC12]. Particu-
larly tablets are a promising medium for visual data exploration.
They have a comparable performance to compete with desktop
computers and are increasingly used at work [Jes16]. Accordingly,
standard visualization techniques, such as bar charts [DFS∗13],
scatterplots [SS14], and stacked graphs [BLC12], have been
adapted to tablets with touch interaction. Furthermore, Drucker et
al. [DFS∗13] found that touch interaction can lead to better perfor-
mance and user experience on tablets than interactions based on the
standard WIMP (window, icon, menu, pointer) metaphor.

Mobile interfaces are called post-WIMP as they are designed
differently according to the screen size and input modalities avail-
able. Possible modalities include pen [LSR∗15], touch [BLC12],
and speech [SLHR∗20]. Hinckley et al. [HYP∗10] found that com-
bining pen and touch is both powerful and perceived as more nat-
ural. Recent work has combined more modalities to explore data
in a “more fluid interaction experience” but most of these sys-
tems were evaluated with students or software company work-
ers [LSR∗15,SLHR∗20,SSS20] who would not use them regularly
and did not frequently use a tablet. At the workplace, tablets are
often used during meetings and could thus become valuable for
data exploration. Although mobile visual applications like Tableau
Mobile [TS22a] are already on the market, these are mainly de-
signed for touch and do not leverage multimodal interaction. We
do not yet know enough about how tablet-based multimodal visu-
alizations could be used in a work setting, and how they differ from
their desktop WIMP counterparts regarding performance and user
experience. How would domain experts analyze data on a tablet?
How would their performance vary compared to working on the
standard desktop setup? How would the experts make use of multi-
modal interaction? Would they approach their tasks differently?

To compare these workplace setups, we created a visualization
system with two interfaces. Following previous work, we designed
one interface for tablets supporting multimodal interaction and an-
other for desktop computers supporting WIMP interaction. We con-
sider each interface to be the representation of a setup as its design
is based on the corresponding device and input modalities. We com-
pare how domain experts perform exploratory data analysis in those
setups by focusing on two research questions:

RQ1 How do the devices and the interaction modalities (mouse
and keyboard vs. touch, pen, and speech) affect the performance
of the domain experts, in terms of accuracy and response time?

RQ2 How do the devices and the interaction modalities affect the
user experience?

We investigate these questions by conducting a within-subjects
user study with experts from the social science domain, who ex-
plore data as part of their everyday work life. Data exploration

plays an important role in the social sciences, in which the in-
creasing availability of open data about government policies and
development trends has motivated a growing interest in interactive
data visualizations. These data are often spatio-temporal by nature:
each data point represents the value of an indicator such as life ex-
pectancy or unemployment rate, associated to a country and to a
time step. As detailed in section 3, we worked together with social
scientists from the field of comparative politics to design a sys-
tem for exploring development indicators, and created two differ-
ent interfaces for tablets and desktop computers. Our goal was to
investigate how the domain experts could work with multimodal
visualizations on a tablet, and how their experience differs from
conducting the same tasks on a more familiar WIMP environment.
According to the interests of the experts, we focused on supporting
the exploratory analysis of spatio-temporal data. We followed the
task typology of Andrienko and Andrienko [AAG03a, AA06] for
defining exploratory tasks that fit their workflow.

Research on multimodal visualizations has focused on qualita-
tively evaluating the designed systems so far [SSS20, SLHR∗20].
We complement their work by looking also at quantitative metrics
such as completion time and accuracy, in comparison with WIMP-
based visualizations. We combine these metrics with the analysis
of interaction logs and qualitative feedback to compare the perfor-
mance and experience of the experts in both conditions. Accord-
ingly, we conducted a semi-remote user study with 16 social sci-
entists. Participants were significantly faster and made less errors
with the WIMP interface, but were slightly more accurate solving
synoptic tasks on the multimodal interface. We found that partici-
pants interacted significantly more on the tablet, and pen interaction
was particularly appreciated and beneficial. The interaction analy-
sis revealed that the smaller screen size of the tablet did not lead
the experts to zoom more often but rather to approach the tasks
differently. The experts had different strategies across devices and
usually chose specific input modalities for individual actions. Ten
participants preferred the multimodal interface, and 15 could imag-
ine using it at work. According to our results, social scientists are
interested in working with multimodal visualizations on a tablet,
and they could perform as well or better than on a desktop com-
puter after getting familiar with the input modalities.

With this paper, we contribute our quantitative and qualitative
findings on how domain experts explore data differently with mul-
timodal visualizations on a tablet, in contrast to using their desktop
WIMP counterparts. We identify the different interactions patterns
and strategies, and accordingly, provide recommendations for the
interaction design of multimodal visualizations for tablets.

2. Related work

In this section, we present previous work on the topics of ex-
ploratory analysis of spatio-temporal data and post-wimp interac-
tion for data visualization, and how our research connects to it.

2.1. Exploratory Analysis of Spatio-Temporal Data

Andrienko et al. [AAG03a] devised a typology of exploratory tasks
for spatio-temporal data focused on time identification and com-
parison, at the elementary search level (individual time steps) or at
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the general level (intervals). The latest classification considers tasks
either elementary (about individual elements) or synoptic (set of el-
ements) [AA06]. The authors describe exploratory data analysis as
discovering properties of the dataset as a whole, mainly through
synoptic tasks. They recommend using different visualization tech-
niques depending on the task. We defined the visualizations of our
system based on their recommendations. Furthermore, we designed
a series of elementary tasks and synoptic tasks for our experiment
based on the work tasks of the domain experts.

Boyandin et al. [BBL12] conducted a qualitative study on ex-
ploring temporal changes with flow maps through animation and
small multiples. With animations, participants made more findings
related to geographically local events and changes between subse-
quent years. With small multiples, they made more findings about
long time periods. Thus, the authors suggest using both techniques
to increase the number and diversity of the findings. Brehmer et
al. [BLIC20] confirmed this recommendation on mobile phones.
We designed the views of our system following their suggestions.

2.2. Post-WIMP interactions for data visualization

In the last decade, visualization researchers have been increas-
ingly investigating the design of visualization “beyond the desk-
top” [LIRC12]. One of the most well-known studies on this topic is
the work by Drucker et al. [DFS∗13] on designing and comparing
two interfaces of a bar chart application for tablets. The researchers
designed one interface based on WIMP elements and another in-
terface focused on using touch gestures. In their study, participants
were significantly faster and preferred the gesture-based interface.
Inspired by their work, we make a similar comparison but take both
tablets and desktop PCs into account, adding pen and speech input.

Sadana and Stasko [SS16] designed a multiple coordinated
views application combining WIMP elements and touch gestures.
One of the main challenges was to define a set of consistent ges-
tures across views. We designed our system with similar design
principles (see section 4). We have multiple views, and we aimed
at having consistent interaction techniques over specialized ones.

Oviatt et al. [ODK97] investigated first how multimodal inter-
action could support map-based tasks. They found that participants
preferred pen interaction to draw symbols and would write with the
pen before using speech, in combined interactions. Similarly, we
combine pen and speech input, and supplement it with touch, given
its relevance for tablets. More recently, Jo et al. [JLLS17] surveyed
13 studies on leveraging pen and touch interaction. They found that
the five most common touch gestures in tablet-based studies were
drag, tap, pinch, long press, double tap, and lasso selection. Ac-
cordingly, we limited the touch gestures of our multimodal inter-
face to those. On the WIMP interface, we use standard interactions
such as click, double click, and drag.

Much of the visualization research on leveraging multiple in-
put modalities has focused on the combination of touch, pen, and
speech. Srinivasan et al. [SS18] created a system for exploring net-
works with speech and touch. Saktheeswaran et al. [SSS20] com-
pared said interface with its unimodal counterparts. The partici-
pants preferred multimodal input due to having more freedom of
expression, and the option to combine modalities. Srinivasan et

al. [SLS21] created a system for a large vertical display combining
the three modalities and found that they complemented each other
well in complex operations. Srinivasan et al. [SLHR∗20] surveyed
18 visual systems to collect interaction techniques using touch, pen,
or speech input. Based on that survey, they proposed a set of mul-
timodal interactions for visualizations on tablets. We used their re-
sults as a base for choosing the multimodal interaction techniques.

3. Social science domain

As part of a multidisciplinary collaboration, we worked with social
scientists to support them in the exploratory analysis of their spatio-
temporal data. The scientists are members of a research project
which explores the evolution and diffusion of social policy across
the globe from 1850 until today. The policies are measured by indi-
cators, such as health care expenditure or unemployment rate, and
help the experts assess the development of nations [CLL∗10]. Ac-
cordingly, the experts want to answer questions such as “how does
health expenditure vary across world regions?”, or “how did the un-
employment rate in every country change over time?”. The social
scientists were already working with data visualizations provided
by international organizations such as the World Bank [TWBG22],
but wished for custom visual tools that would facilitate the recog-
nition and the comparison of spatio-temporal patterns in the data.

We conducted a series of co-creation workshops and contextual
interviews with the social scientists to explore visualization oppor-
tunities. We chose co-creation as a design methodology to empower
the domain experts to actively shape the tools they wished for and
to continuously validate the design [LHS∗14,MLB20]. In the work-
shops, we found that the main interest of the experts was facilitat-
ing the first steps of their exploratory analysis, where they would
look for countries and time spans of interest to focus on. Given
that the indicators they work with often have varying temporal cov-
erage and country samples, they were looking for options to ex-
plore the spatio-temporal coverage of the data, to recognize relevant
patterns, and to compare data points over space and time. During
the two-year collaboration, we co-designed web-based visual tools
to explore their data (e.g. [MLLB20]). Furthermore, we observed
that many of the experts owned and used a tablet at work to take
notes and draw diagrams. Motivated by this observation and previ-
ous work on ubiquitous visual analytics [BMR∗19, SLHR∗20], we
decided to provide a tablet-based interface for one of the tools. We
conducted the user study more than a year after the last workshop.
Some of the experts participated in both. The study was where they
saw the evaluated system for the first time.

3.1. Data

The spatio-temporal data the experts work with is often relative
data. Such a dataset typically consists of a set of triples of coun-
try, year, and value, e.g. (Chad, 2001, 11.3%). For the study, we
chose datasets relevant to the social scientists published by the
World Bank [TWBG22], one of their primary data sources. On
each version, we visualized one of two datasets covering a 12-
years time span (2001–2012): child mortality rate per 1000 live
births [RRD13], and female-to-male ratio of labor force participa-
tion rates [OOTR18]. We counterbalanced the interface order and
dataset assignment following a Latin square design.
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Table 1: Question examples classified according to the tyopology of Andrienko and Andrienko [AA06].

Task question Type Sub-type

How high was the child mortality in Peru in 2001? Elementary Direct lookup
Which country had the highest female-to-male labor ratio in 2009? Elementary Inverse lookup
Is the child mortality in Myanmar lower, higher or equal to the one in Cambodia in 2009? Elementary Direct comparison
How was the female-to-male ratio in Western Europe in 2004? Synoptic Behavior characterization (space)
How did the child mortality develop in Northern Africa until 2007? Synoptic Behavior characterization (space over time)
In which African country did the female-to-male ratio increase most in the first five years? Synoptic Pattern search (time)
In which continent did the child mortality decrease most over the whole time period? Synoptic Pattern search (space over time)
How did the 2003 female-to-male ratio in South America compare to the one in Southern Africa? Synoptic Direct comparison (space)

3.2. Tasks

We defined the study tasks based on the exploration tasks that the
social scientists described in the workshops, and on examples from
the related study of Duncan et al. [DTPG20]. We needed clearly
defined tasks to compare the performance and user experience of
the social scientists across setups, and therefore, decided against
an open exploration. According to the typology of Andrienko and
Andrienko [AA06], we cover the following task types for the ex-
ploratory analysis of spatio-temporal data: (1) Direct lookup (ele-
mentary), (2) Inverse lookup (elementary), (3) Direct comparison
(elementary), (4) Behavior characterization (synoptic), (5) Pattern
search (synoptic), and (6) Direct behavior comparison (synoptic).

For the synoptic tasks, multiple variants were possible according
to the reference sets: space, time, or space over time. Different com-
binations of the sets would lead participants to approach each task
differently. In the study, we presented 13 tasks per dataset and in-
terface: five elementary and eight synoptic tasks. We selected more
synoptic tasks because those were predominant among the exam-
ples given by the experts. Given that interactivity played no signif-
icant role on the effectiveness of solving elementary tasks in previ-
ous work [DTPG20], the predominance of synoptic tasks suggested
that this case study was suitable for comparing input modalities.
Examples for each of the main question types are shown in Table 1.
The full lists of questions are included in the supplementary mate-
rial. Following the conceptual framework of Peuquet for spatio-
temporal dynamics [Peu94], we formulated the exploratory tasks
based on variations of its triad elements: what, where and when. In
particular, we focus on varying the where and when.

4. Visualization and Interaction Design

In the following sections, we describe our design principles, the
design of our multimodal system, and its WIMP counterpart. We
aimed to create two interfaces with equivalent functionality and
standard interaction techniques to make a fair comparison.

We present our design principles below, based on design re-
flections and findings on strategies to visualize spatio-temporal
data [RFF∗08,BBL12,BLIC20,PABP20] as well as on the interac-
tion design of tablet-based visualizations [DFS∗13,SS16,JLLS17].

DP1 Leverage standard interaction techniques of multimodal sys-
tems. Srinivasan et al. [SLHR∗20] surveyed work on multimodal
visualizations to determine what the standard interaction tech-
niques are. To make a fair comparison, we mapped our inter-

action techniques according to those. We surveyed relevant ex-
amples to define the interaction techniques of choropleth maps
because they were not included in the survey.

DP2 Leverage standard interaction techniques of WIMP inter-
faces. Given that line charts, bar charts and choropleth maps are
commonly used visualizations, there are multiple well-known
tools and examples that offer similar interaction techniques. We
surveyed them to define the techniques of our system.

DP3 Use standard touch gestures. Familiar gestures are easier to
remember and are usually preferred on touch-based visualiza-
tions [DFS∗13, SS16, JLLS17]. We avoid complex gestures be-
cause discoverability is an issue on touch interfaces [BLC12,
DFS∗13] and such gestures can be hard to remember.

DP4 Achieve interaction consistency. Users expect that a gesture
triggers similar results on different features of a system. Previous
work on multiple coordinated views has emphasized the need
for consistent gestures across views [SS16]. Accordingly, we put
together a set of consistent interactions through all views.

DP5 Introduce WIMP elements when necessary. On the multi-
modal interface, we added redundant WIMP elements to en-
sure a good experience, following the findings of Drucker et
al. [DFS∗13]. For example, we enabled speech commands to
switch views, but also included a side menu to do the same,
to make sure that critical interactions could not be limited by
speech recognition errors.

We created a first version of the system based on the require-
ments we elicited in the workshops. After finishing that version,
we conducted an expert review with two HCI researchers who own
and use a tablet regularly. After improving the system according to
their feedback, we conducted an exploratory study with seven par-
ticipants to further refine the system. In the following sections, we
present the final design that resulted from those iterations.

4.1. Views and visualization techniques

We follow the suggestions of Andrienko et al. [AAG03b] on the
visualization techniques to solve the elementary and synoptic tasks
that we tackled. Overall, the system includes the following views:

1. Lines view. We included a multi-line chart to support
comparison and behavior characterization tasks, focused on
time [AA06]. This view gives an overview of the whole dataset
and shows time trends (see Figure 3).

2. Animation view. We included animated choropleth maps for vi-
sualizing the temporal behavior of the spatial behavior [AA06]
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Side bar to

change views

I heard: [speech command]

Close button, go back 
to the SM view

Country search bar

Activate speechToggle menu

Figure 2: Detail view of the multimodal interface. It presents the country values of a chosen year. On the left, the bar chart shows the 2001
values of each country, sorted in descending order by default. On the right, the choropleth map shows the data with its geographical location.

(see Figure 3). We chose choropleth maps because many
datasets used by the social scientists represent relative values.

3. Small multiples view. Small multiples provide an overview of
the data and allow to visually compare it at different time points
(see Figure 1). For propagation tasks, small multiples of choro-
pleth maps perform better than other alternatives [PABP20].

4. Detail year-based view. We created the detail view for exploring
the data distribution for a specific year. It includes a choropleth
map to recognize the spatial distribution, and a sorted bar chart
that helps identifying the countries that perform best or worst.
The detail view of the multimodal interface is shown in Figure 2.

5. Comparison view. This view facilitates the comparison of two
time steps. A choropleth map and a bar chart show the data
values derived from calculating the difference between the two
steps. The comparison view is depicted in Figure 1.

4.2. Interaction techniques

To decide on the interaction techniques of the maps, we surveyed
interactive mapping tools such as Google Maps [Goo21] and Ap-
ple Maps [Inc21]. Additionally, we inspected tools like Datawrap-
per [Gmb21] that support the authoring of the visualization tech-
niques we included. We defined our initial set of interaction tech-
niques following the common features we recognized across tools,
taking into account our design principles. We restricted our touch
gestures to the standard set: tap, double tap, drag, swipe, and pinch.

The tablet interface was designed for touch, pen, and speech in-
teraction, while the PC version for mouse and keyboard interaction.
An overview of the interaction techniques is presented in Table 2.
We show both interfaces with a few exemplary interaction tech-
niques in the supplementary video. For navigating between views,
we included buttons on both interfaces to make the interactions suc-
cinct and easy to discover (DP5). Both versions support brushing
and linking. Overall, the WIMP actions are based on the tools we
surveyed (DP2), and the multimodal actions follow the recommen-
dations of Srinivasan et al. [SLHR∗20] (DP1).

On the tablet, tapping is possible with either the pen or a finger.

In the study of Srinivasan et al. [SLHR∗20], participants had a hard
time differentiating pen and touch. Although the authors attributed
this to a lack of experience with pen input, several of the domain
experts we co-designed the system with were regular tablet users.
They also coincided on enabling actions that could be possible with
either the pen or a finger without limitations. We decided to allow
for both to compare the setups according to how the experts would
actually use them in their everyday life.

4.3. Implementation

We implemented both versions of the system as a web prototype
with D3.js [BOH11] working with a Samsung Galaxy Tab S3 and
an EIZO 23.8-inch desktop monitor. We used the standard HTML5
web speech recognition API [Mic19]. The prototype is available at:
https://cocreation.uni-bremen.de/workplaces.

5. User study

Our goal was to compare the performance and the user experience
of the domain experts with each interface. We wanted to gain a bet-
ter understanding of how the interaction design influences the data
exploration. Based on previous work and our research questions,
we established the following hypotheses for the experiment:

H1 The experts will need more time on the multimodal interface.
Natural User Interfaces (NUIs) are believed to be more engag-
ing than WIMP interfaces, enabling a “more natural” interac-
tion [SLHR∗20] that encourages people to explore. Furthermore,
multimodal interfaces are still rare and even if touch interac-
tion with a smartphone is nowadays common, the combination
of touch, pen, and speech is still new to many. This is why, we
believe participants will need more time on the tablet.

H2 The experts will make fewer errors on the WIMP interface. We
expect participants to be more accurate on the WIMP interface
because it is the type of interface they already use at work. On
the tablet, direct manipulation may lead to difficulties with preci-
sion, as it happens with the “fat-finger problem” [DFS∗13]. Us-
ing a pen may compensate for this limitation of touch input be-
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Animation view Lines view

Figure 3: Animation view (left) and Lines view (right) of the WIMP interface, showing the child mortality dataset.

Table 2: System actions with their corresponding interactions on each interface. Taps can be with either a finger or the pen. If applicable,
the interaction includes the references to previous research or existing systems that it is based on.

Action WIMP interaction Multimodal interaction

Go to a main view
(Lines, Animation, SM)

Click a view button. Speech command, e.g. “Go to line chart” [SLHR∗20].
Tap on a view button.

Go to detail view Click on a small multiple (SM) [vdEvW13]. Tap on a SM.

Go to comparison view Click on Compare button. Then, click on two SMs.
Then, click on View comparison button.

Tap on Compare button. Then, tap on two SMs.
Then, tap on View comparison button.

Select a country
Click on map [TS22b].
Click on bar [TS22b].
Type country name in search bar [SBT∗16].

Tap on map [SLHR∗20].
Tap on bar [DFS∗13, SLHR∗20].
Speech command, e.g. “Select Italy” [SSS20, SS18].
Draw lasso [SSS20, SLHR∗20].

Deselect a country Click on selected country on map [TS22b].
Click on selected bar on bar chart [TS22b].

Tap on selected country on map.
Tap on selected bar on bar chart [TS22b, JLLS17].

Select a year Click on SM map. Tap on SM map.
Deselect a year Click on selected SM map. Tap on selected SM map.

Deselect all Click on empty space [TS22b]. Speech command “Deselect all” [SS18].
Tap on empty space [TS22b, SLS21].

Get country value Hover on the map to show tooltip [Gmb21, TS22b].
Hover on a country line [Gmb21, TS22b].

See select (only possible for selected countries) [TS22b].
Drag pen over the x-axis of the line chart [SLHR∗20].

Zoom Click on any of the zoom buttons [Gmb21, TS22b].
Move mouse wheel [Goo21, TS22b].

Pinch gesture to zoom in or out [SLHR∗20, Gmb21].

Pan Drag the view with the mouse [Goo21, TS22b]. Drag with one finger [SLHR∗20, Goo21].
Sort Double click on x-axis of bar chart. Swipe left or right on x-axis of bar chart [DFS∗13].

cause pens have proven to convey precise spatial information on
map-based tasks [Ovi97]. Still, we believe that familiarity with
WIMP interfaces will lead to better spatial accuracy overall. As
Duncan et al. [DTPG20] found that interactivity has a larger im-
pact on accuracy for synoptic tasks on cartograms, we expect the
accuracy difference to be large for the synoptic tasks.

H3 Participants will prefer the multimodal interface. In previ-
ous studies, participants preferred multimodal over unimodal
interaction. However, these comparisons included only pairs
of modalities: pen and speech vs. pen-only and speech-
only [ODK97], and touch and speech vs. touch-only and speech-
only [SSS20]. Recent work has shown that multimodal inter-
action can enhance the user experience and improve usabil-
ity [SS18]. We continue the research by considering pen, touch,
and speech together, and expect multimodal interaction to be pre-
ferred due to a more engaging user experience.

5.1. Experimental Design

We applied a within-subjects design, where each expert interacted
with both interfaces to explore a dataset. We used different datasets
for each interface and all combinations of interface and dataset
were in counterbalanced order, as described in subsection 3.1.

To measure performance and user experience, we prepared 13
tasks for the experts to solve on each setup (see subsection 3.2).
Each task consisted of a question about the given dataset with three
possible answers, similar to previous studies [BLIC20, DTPG20].
Only one answer was correct. We formulated the questions in a
way so that only the years, and the countries or regions, changed
between datasets. We aimed to mention all continents equally often,
to avoid focusing on a region that participants may be familiar with.

We created an online survey in which we measured the response
time as the time between arriving at the task page and clicking on
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the “Next” button. We measured accuracy as the error rate. Each
wrong answer was counted as one error. The study had four parts:
(1) Consent and demographics, (2) Introduction and tasks with the
first interface and dataset, (3) Introduction and tasks with the other
interface and the other dataset, and (4) Comparison survey. The
tasks, surveys, and data are included in the supplementary material.

First, we explained the motivation of the study to the participants
and asked for their written consent to record the session. They pro-
ceeded to answer a series of demographic questions and to perform
a color vision test to make sure that they could correctly distin-
guish colors, similar to Duncan et al. [DTPG20]. Then, we shared
a web link for accessing the system and provided them with a slide
deck that we had prepared for the corresponding interface (see sup-
plementary material). The slides described the views and the in-
teraction techniques. We asked participants to read them and to
perform all interactions on the system while reading. We did this
to make sure that every participant received the same information.
Then, we gave them five minutes to interact freely. If there were
any questions, we discussed them. When participants confirmed
that they felt confident enough, we proceeded with the tasks. We
asked them to think aloud while solving the tasks to better under-
stand their interactions. They did it on both interfaces so the perfor-
mances were comparable. Afterwards, we asked participants to rate
their satisfaction with the System Usability Scale (SUS) question-
naire [B∗96]. Subsequently, we asked what they liked, what they
disliked and what they missed about the corresponding setup. At
the end of the study, we asked participants what interface they pre-
ferred, and to mention one to three reasons for their choice.

Due to the COVID-19 pandemic, we conducted the study semi-
remotely. We met participants shortly before and after the session
to provide and collect the tablets. During the session, we communi-
cated through a video conference tool. They answered all questions
on their office computers, and we recorded their interactions via a
tablet app and the video conference tool. The computers were pro-
vided by their employer and included a 23.8-inch monitor.

6. Results

We recruited 16 participants (eight female), their average age was
32 years. All participants were social scientists from diverse dis-
ciplines, mainly political science and sociology. They worked on
topics such as international trade and welfare policies. Fourteen of
them were researchers, and all had a Master’s degree.

Eight participants reported that they work with data visualiza-
tions weekly. Ten participants interacted with touch devices daily,
while only one interacted with pen-based and speech-based sys-
tems daily. For five participants, this was the first time using a pen
as an input device. For seven, it was the first time using speech in-
put. All participants spoke English fluently but none was a native
speaker. Nine of them owned a tablet. Since this was more than half
of the participants, we adjusted our experiment design to conduct
between-subjects comparisons of tablet owners and non-owners.

6.1. Performance

Participants took longer to solve the tasks with the multimodal in-
terface. Their accuracy was slightly better on the WIMP interface.

We detail these results in the following sections. In the statistical
tests, we considered a difference significant when the p-value was
below 0.05, and we report Pearson’s correlation coefficient r as the
effect size to provide a measure of the importance of the effect.

6.1.1. Response time

500 1000 1500 2000 2500

WIMP

Multimodal

Total time (seconds)

Figure 4: Total response time per interface.

Figure 4 shows the total response time for each session per in-
terface. The mean response time per task was 86.8 seconds with
the WIMP interface and 110.54 seconds with the multimodal in-
terface. After confirming that the difference between the response
times was normally distributed, we ran a one-tailed t-test. The re-
sult showed that the participants were significantly faster on the
WIMP interface with a medium to large effect (t(15) = 1.83, p =
0.043,r = 0.43). Therefore, H1 is supported. Looking at individual
tasks, the time difference was larger on T4 and T11, which were
synoptic tasks. Based on these observations, we compared the time
of elementary tasks with the time of synoptic tasks. There was no
significant difference between the response times across task types.

In addition, we compared tablet owners and non-owners to find
out whether owning a tablet had an impact on their response time
with the multimodal interface. Tablet owners took longer (M =
24.88 minutes, SD = 9.05) than non-owners (M = 22.75 minutes,
SD = 9.39), but not significantly (W = 25, p = 0.54,r =−0.21).

6.1.2. Accuracy

0 1 2 3 4 5 6

WIMP

Multimodal

Total errors

Figure 5: Distribution of the errors per interface.

Participants made less errors with the WIMP interface than with
the multimodal interface. They solved 86.54% of the tasks correctly
with the former and 85.1% with the latter. The error distribution is
shown in Figure 5. Given that the distribution was not normal, we
ran a Wilcoxon signed-rank test to investigate the differences. Par-
ticipants were not significantly more accurate on the WIMP inter-
face (W = 33.5, p = 0.39), so H2 is not supported by our experi-
ment. We tested whether the interface order had an effect and found
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no significant difference (t = −0.31, p = 0.76). There was also no
significant effect of the dataset (t = 1.32, p = 0.21).

We also tested whether owning a tablet had an impact on the
accuracy of the participants with the multimodal interface. Tablet
owners actually made slightly more errors (M = 2.22) than non-
owners (M = 1.57) but the difference was not significant (W =
35.5, p = 0.70,r = 0.13). Additionally, we tested whether the ac-
curacy of the participants was significantly better on the WIMP
interface for each task type, to investigate whether our results fit
the results of Duncan et al. [DTPG20]. On average, participants
made more errors on the synoptic tasks (M = 1.28) than on the el-
ementary tasks (M = 0.56), which corresponds to their difficulty
level. For the elementary tasks, participants made less errors on
the WIMP interface, but not significantly. For the synoptic tasks,
participants made less errors on the multimodal interface, but the
difference was not significant (U = 128.0, p = 0.49,r =−0.05).

6.2. Interactions

We recorded the interactions of the participants with screen video
and audio recording. Then, we logged and coded the interactions
per session. For each interaction, we documented the participant
ID, the device, the dataset, the task, the view, the input modality, the
action (see Table 2), the command or gesture, and the outcome. We
successfully logged the interactions of 14 participants in 28 videos
(two videos per person). For two participants, there were technical
issues that did not allow to record their interactions properly.

We logged 4087 individual interactions. Each interaction corre-
sponds to an attempt to perform an action, e.g. pinch to zoom. We
classified its outcome as either successful (i.e. the system reacted to
the action as it should have), erroneous (i.e. the system did not re-
act as it should have), invalid (i.e. the interaction is not valid in the
current view or state) or unsupported (i.e. the interaction is not one
of those the system recognizes). Overall, the success rate of the in-
teractions was 0.94. The erroneous rate was 0.03, and the rates for
unsupported and invalid were 0.02 and 0.01. Most errors happened
during selection on the tablet due to speech recognition errors. A
common issue was that participants were unsure about the English
pronunciation of country names, and this led to errors.

We logged 2197 interactions on the multimodal interface and
1890 on the WIMP interface. On the WIMP interface, partici-
pants performed 1697 (89.8%) mouse interactions and 193 (10.2%)
keyboard interactions. On the multimodal interface, the pen pre-
vailed: 1544 (70.3%) interactions were pen-based, 554 (25.2%)
were touch-based and 99 (4.5%) were speech-based. The domi-
nance of the pen over touch is surprising because 10 participants
used pen interaction rarely or never, but most used touch daily. Ac-
cording to the qualitative feedback, participants liked the pen be-
cause of its high precision, and the ability to select by drawing.

We show the total of interactions per modality and participant on
the tablet in Figure 6. Every participant tried each input modality at
least once. However, most had one dominant modality. Of these 14
participants, 11 mostly used the pen to interact, two mostly touch,
and one almost equally used both pen and touch. Among the 11
participants who mostly used the pen, four had never interacted
with pen-based systems, two interacted with it less than once per

P1 P2 P3 P4 P5 P7 P8 P9 P10 P11 P12 P13 P14 P15

Speech  

Touch  

Pen  

50
100
150

Count

Figure 6: Total of interactions per input modality and per partici-
pant on the multimodal interface.

month, and five at least monthly. This suggests that the tendency to
use the pen was independent of the frequency of pen use in their
everyday life. Of the 11 participants, seven owned a tablet.

6.2.1. Actions and views per interface

Previous work suggests that multimodal interaction is more engag-
ing and consequently leads to more interactions [SS18]. Thus, we
compared the interactions per participant across devices. On aver-
age, participants interacted significantly more with the multimodal
interface (M = 156.93,SD = 40.27) than with the WIMP interface
(M = 135.00,SD = 36.19), t(13) = 1.85, p = 0.046,r = 0.45.

Table 3: Interactions per interface and input modality of the most
common actions.

Interface Multimodal WIMP
Action Pen Touch Speech Mouse Keyboard

Go to Animation view 47 1516 0 56 0
Go to Comparison view 247 41 0 156 0
Go to Detail view 101 19 0 109 0
Go to Lines view 39 21 0 72 0
Go to SM view 213 41 0 246 0
Select country 353 87 95 234 193
Deselect country 93 9 0 69 0
Deselect all 89 21 3 56 0
Get country value 9 8 0 286 0
Zoom 0 114 0 125 0
Pan 202 93 0 37 0

We show what type of actions participants performed with each
input modality in Table 3. Looking at the actions across devices,
participants selected more often on the tablet, and performed the
Get a country value action more often on the desktop PC. This
makes sense given that country values were visible while hovering,
but getting values on the tablet required selecting first. Pan was the
second most often action on the tablet, mostly on the bar charts.

Regarding the views, participants interacted most often on the
Detail view on the tablet (29.30%), and on the Small multiples view
on the desktop (26.95%). The larger size of the visualizations of the
detail view may have been more important on the smaller screen.
Participants interacted more with the Animation view on the tablet
(21.98%) than on the desktop (13.98%), but used the Lines view
more on the desktop (19.60% vs. 6.59%). The screen size and the
possibility of hovering are the most likely reasons for this.

6.2.2. Interactions per task

More than half of the participants interacted with the pen on every
task, either alone or in combination with speech or touch input. In
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contrast, only one person used touch on every task. We compared
the interactions based on the accuracy of the participants on the
tablet. Participants who solved a task correctly interacted more with
the interface. Looking at the combination of input modalities used
per task, we found that for the tasks solved correctly, the most com-
mon interaction was the pen only (35.48%) followed by the combi-
nation of pen and touch (30.97%). On tasks answered wrongly, the
most common combination was pen and touch (33.33%). Interact-
ing with the pen alone is thus associated to better accuracy.

By analyzing how participants successfully solved each task, we
found the following patterns across devices:

1. On the tablet, participants used most views with larger maps.
Pen selection on the map, panning on the bars. For tasks about
specific countries, participants often went to the Detail or An-
imation view for selecting them with the pen, based on where
they thought the country was. They would sometimes combine
this with zooming on the map to make a more precise selection,
and with panning on the bar chart to get an idea of the relation of
that country to others. This was the most common pattern on the
tablet. For tasks where two time steps were involved, a variation
of this pattern would take place on the Comparison view.

2. For time intervals, most used the line chart on the PC, and the
comparison view on the tablet. When comparing the views used
for solving temporal development tasks across, it was noticeable
that people preferred to use the Comparison view on the tablet
and the Lines view on the PC. This reveals that participants had
different ways to solve the same task across devices.

3. Hovering was key to solve most tasks on the PC. On the WIMP
interface, participants selected less often and compensated with
hovering. Some participants solved most tasks with the Lines
view and mainly interacted by using the search bar to select a
country, and then hovering to inspect its values.

6.3. User experience

We asked participants to rate their experience based on the stan-
dard SUS questionnaire. Afterward, we asked them a few questions
about their impression of the system. As mentioned above for H3,
we expected multimodal interaction to provide a better experience.
Participants considered that the system features were better inte-
grated on the multimodal interface, which is noteworthy consider-
ing the multiple input modalities. Furthermore, participants scored
the multimodal interface as quicker to learn. We show the scores for
the questions with largest difference across interfaces in Figure 7.

After interacting with each version of the system, we asked par-
ticipants what they liked and disliked about it. On the multimodal
interface, four participants particularly liked the ability to select
with the pen due to its high precision, and the option to draw for
selecting. This corresponds to the pen being the most used input
modality on the tablet (see subsection 6.2). Multiple participants
mentioned that the speech input was important for searching for
countries whose geographical location they did not know. When
asked what they disliked, participants mentioned the speech recog-
nition errors, and selecting countries with their fingers by accident
while zooming. On the WIMP interface, participants especially ap-
preciated the possibility to hover to get the tooltip, and the ease of

1 2 3 4 5

I would like to
use frequently

Functions were
well integrated

Learn to
use quickly

Need to learn a lot

WIMP MultimodalSUS score

Figure 7: Score distribution of the four SUS statements for which
the answers differed most between the two interfaces. The score
range was from 1 (strongly disagree) to 5 (strongly agree).

searching for countries with the keyboard. The most common issue
was that hovering on the line chart led to highlighting the closest
line and this line would sometimes overlap with the line of interest.

In addition, we asked participants whether they could imagine
using the system at work. Fifteen answered positively. They high-
lighted the advantage of performing “quick checks” and “fast com-
parisons” of their data to answer questions such as “how has the
child mortality changed due to the civil war in Syria?”. Fifteen par-
ticipants would use the multimodal interface at work and 14 would
use the WIMP interface.

6.4. Preferences

Ten of 16 participants preferred the multimodal interface. There-
fore, our results support H3. Participants focused on different in-
put modalities to justify their choice. Three participants argued that
zooming with touch gestures felt easier than with the buttons of
the WIMP interface. Three participants especially liked the lasso
selection with the pen, and for P4, it felt faster than the mouse. Ac-
cording to P3, the speech input made the multimodal interface “re-
ally superior.” For three participants, the multimodal interface felt
“more intuitive”, and one felt more confident with it. For P5, touch
interaction was “much more fun than just keyboard and mouse.”

Six participants preferred the WIMP interface. Their main rea-
sons were the familiarity of working with mouse and keyboard and
the larger screen of the PC. P2 did not own a smartphone, and there-
fore, felt that he was not skilled enough with touchscreens to per-
form well on the tablet. P7 preferred the multimodal interface but
pointed out that she would rather use the WIMP version at work be-
cause tablets with good performance are scarce at the workplace.

7. Discussion

Our results indicate that the different combinations of devices and
interaction modalities affect the performance (RQ1) and user expe-
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rience (RQ2) of the domain experts during exploratory data anal-
ysis. The social scientists were significantly faster solving tasks in
the familiar WIMP context, but they were similarly accurate on the
tablet, and were even better solving synoptic tasks on it. At first
sight, it may seem that the smaller screen size of the tablet caused
participants to be slower because they may have spent more time
zooming and panning. However, the logged interactions presented
in Table 3 indicate that participants did not zoom more on the tablet
than on the PC (114 times on the tablet vs. 125 on the PC). More-
over, the interaction patterns show that participants had different
strategies to solve the tasks across conditions. For example, they
used the Lines view more often on the PC because they could eas-
ily hover on the lines. Therefore, we conclude that the interaction
modalities were the most decisive factor on the interaction choices
of the experts. This is confirmed by their qualitative feedback where
they justified their preferences based on the modalities available.

Although most participants had interacted rarely or never with a
pen, they used it for most interactions and were successful with it.
Pen and speech interaction were especially helpful to select with
precision and more comfortable when the country location was un-
known. That suggests that each input modality fits best to specific
actions, and its benefits depend on the task at hand. In visualizations
of large datasets, the precision of the pen may be most valuable to
interact with each data point. Furthermore, most participants al-
ready used a tablet in the office, but rather for simple tasks such as
taking notes. Our results suggest that if multimodal tools are given,
domain experts would consider including them into their workflow.

Our results are not as positive for the tablet interface as the ones
of Drucker et al. [DFS∗13], but given the success of the partici-
pants with pen interaction and their comparable accuracy overall,
we believe that data exploration on the tablet may become more
beneficial and preferred at work, after getting familiar with it. We
consider the lack of a significant difference on accuracy as a posi-
tive result because pen and speech interaction are still not as com-
mon as touch, which makes the accuracy and user experience re-
sults promising. Moreover, Drucker et al. compared both interfaces
on a tablet while our WIMP condition included a PC because we
wanted our results to reflect the real-world experiences of the ex-
perts. For the same reason, we used a PC and a tablet with different
screen sizes. While the interaction analysis and the qualitative feed-
back suggest that the modalities were the most decisive factor on
the participant choices, the interaction patterns also reveal that par-
ticipants tended to use the views with larger visualizations on the
smaller display. Thus, our findings do not compare the interaction
modalities only, but rather the combination of devices and modali-
ties. They describe how the experience is shaped by both factors.

7.1. Recommendations for interaction design

Our findings suggest three main recommendations for the design of
multimodal visualization systems for tablets:

1. Pen interaction was dominant regardless of previous experi-
ences. Thus, the pen should be able to perform most interac-
tions, and all critical interactions should be possible with it.

2. Participants described and appreciated each input modality
based on the actions they preferred to perform with it. The pen

was notably helpful to select small countries, confirming the
findings of Oviatt [Ovi97]. Thus, we recommend pen interac-
tion for selecting in map-based visualizations. Given the better
performance of touch with bar charts [DFS∗13], we conclude
that performance depends on the modality that suits better the
corresponding mix of visualization and interaction techniques.

3. According to the qualitative feedback, speech input was very ap-
pealing despite its problems. This is consistent with the findings
of Saktheeswaran et al. [SSS20] on multimodal interaction be-
ing less error-prone than speech-only. Leveraging speech inter-
action may lead to a more engaging experience, but other modal-
ities should support the same actions to guarantee usability.

7.2. Limitations

We defined the experiment tasks according to the work of the ex-
perts we collaborated with. A study with open exploration would
help verify whether interacting significantly more on the tablet is
associated with being more interested in exploring multimodally
in general. Furthermore, we defined our interaction techniques
based on previous work, but adding more complex techniques that
combine the three input modalities sequentially or simultaneously
would help to learn more about how people interact multimodally.

Due to the COVID-19 pandemic, we conducted the study semi-
remotely. We provided the tablets, but the experts used their office
computers. Although the monitors were of the same model, this
means that the experiment was not fully controlled, and further in-
vestigation is needed to confirm our findings. We also asked partici-
pants to think aloud. We acknowledge that this may have influenced
the results, yet without any clear observable bias in one direction.
Furthermore, having a larger sample, and using products provided
by a third party, would help to test the reliability of our results.

8. Conclusions

We investigated how devices and input modalities affect the per-
formance and user experience of domain experts while solving ex-
ploratory tasks on spatio-temporal data. Participants used pen in-
teraction for high precision tasks without having much experience,
used touch for zooming, and speech for selecting countries. Our
work suggests that combining touch, pen, and speech, is a promis-
ing option for visual data exploration, and that different modalities
fit better to specific tasks and lead to different interaction patterns.

Although we designed the system for domain experts, we think
that exploring such data is also relevant for the general public.
Leveraging multimodal interaction may make the exploration pro-
cess more engaging, but the data literacy of the audience should be
taken into account. Furthermore, exploring data with different input
modalities may be an opportunity to make visualizations more ac-
cessible. The relevance for accessibility should be studied further.
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